X: (64,128, 82)

Wrap padding : (0, 3)

:(7,7); Filters : 128 ;
Stride : 1

Activation
Max pooling (2, 2)

convolutional block
Input : (29, 64, 128) | output : (29, 64, 256)

Identity block x 2

Strided convolutional block

Input : (29, 64, 256) | output : (15, 32,512)

Identity block x 3

Strided convolutional block

Input : (15, 32, 512) | output: (8, 16, 512)

Identity block x 4
Average pooling (2, 2)
Flatten
Dense : 100
Activation

Dense: 1

D(X): (1)

Figure 1 - Critic architecture

2D matrix with N channels : X

Kernel : (1,1) ; Filters : N ;
Stride : 1

Activation

Kernel : (3,3) ; Filters : N ;
Stride : 1

Activation

Conv2D

Kernel : (1,1) ; Filters : 2*N ;
Stride : 1

F(X)

Activation

F(X) + X

Figure 2 Residual identity block for the critic



2D matrix with N channels : X

Conv2D

Activation

Conv2D

Kernel : (3,3) ; Filters: N ; Kernel : (3,3) ; Filters : 2*N ;
Stride : 1 Stride: s

Activation

Conv2D

F(X) + H(X)

Figure 3 Residual convolutional block for the critic. If s is different from 1 it is referenced as strided convolutional block in Fig.
1

Z:(64)

Dense : 8*16*256

Reshape : (8, 16, 256)

Convolutional block w/ upsampling

Input : (8, 16, 256) | output : (16, 32, 256)

Convolutional block w/ upsampling

Input : (16, 32, 256) | output : (32, 64, 256)

Convolutional block w/ upsampling
Input : (32, 64, 256) | output : (64, 128, 256)

Convolutional block

Input : (64, 128, 256) | output : (64, 128, 128)

Convolutional block
Input : (64, 128, 128) | output : (64, 128, 128)

Nearest padding
Wrap padding

:(3,3); Filters : 82 ;
Stride : 1

X : (64, 128, 82)

Figure 4 Generator Architecture



2D matrix with N channels : X

Batch Normalization

Activation

Upsampling

Nearest padding
Wrap padding

Kernel : (3,3) ; Filters: N ;
Stride : 1

Batch Normalization

Activation

Nearest padding Upsampling

Wrap padding

Conv2D

Kernel : (3,3) ; Filters: N ;
Stride : 1

Kernel : (1,1) ; Filters: N ;
Stride: 1

Activation

F(X) + H(X)

Figure 5 Residual convolutional block for the generator. The upsampling layer can be removed if not necessary and is
mentioned when used in Fig. 4
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Figure 6 Variables of 1 sample from the dataset and 1 from the generator along the longitude for 2 levels z100 and z500.
The dashed line represents the domain boundary where the periodic boundary condition should be enforced.



