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This paper is a cross between a review and evaluation: it compares the theoretic un-
derpinnings of several established methods for dimension reduction and offers exam-
ple applications to illustrate the differences. Though the techniques are not new, the
work does offer interesting perspectives, and the paper is mostly well-written and well
illustrated. A few suggestions are summarized here:

1) it is helpful to use a table to succinctly summarize the key differences among the
techniques. Some of the algorithmic details are unnecessarily elaborated (e.g., pg
8) whereas the actual differences are obscured. For example, does K-mean cluster
produce orthogonal basis vectors? and are the clusters easier to interpret than princi-
pal components of PCA. What are the unique advantages of AA relative to PCA and
K-mean cluster?
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2) please explain how the case studies were chosen. Are the outcomes of the case
studies supposed to inform us about the geophysical variables that one, or several of
the approaches are more suitable than others?

3) For the SST case, I wonder what the take home message is in terms of the difference
among the three methods as illustrated in Figs. 3-9? Fig 10 shows that the PCA
features lower RMSE than others and yet the conclusion appears to be that these
methods are all comparable.

4) For the Z500 anomaly case, what is the recommendation of lambda_w? And what
methods offer a clear linkage between the resulting patterns and "physical extremes"?
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