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1 Possible improvements

This is a nicely written paper with a clear-cut organisation. The paper is convincing
and well illustrated. Among possible improvements, | would list:

The manuscript may be a bit short and could benefit from more in-depth or addi-
tional experiments if relevant.

A few relevant and more recent references could be added (recent is very short
in this subject).
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It would be much better to make the codes available for the sake of repeatability,
as is customary in the machine learning community; maybe not all of them, since
that may become tedious, but for instance the model and the machine learning
code pieces.

The line and equations numbering could/should be corrected/improved.

Please see below for the details about these suggestions. Overall, | believe the
manuscript only requires minor revisions but that they should be very carefully ad-
dressed.

2 Suggestions and typos:

1.

3.
4.

|.4-6: “In order to produce from a less computationally expensive, unconstrained
analysis, a solution that is closer to the constrained analysis, we propose to
use a convolutional neural network (CNN) trained on analyses produced by the
QPEns.”: The sentence is difficult to understand because: (i) there should not be
a comma in between “expensive, unconstrained” (ii) “closer”: what do you com-
pare to? This is confusing because of the beginning of the sentence; “close” may
work better here.

1.8-9: “To obtain these positive results, it was in one case necessary to add a
penalty term to the loss function of the CNN training process.”: This is too vague
a statement for an abstract. In my opinion, you should make it more precise or
remove it (since the abstract is not long, the former is better).

1.117: “Janji¢ (2016),Zeng et”: a space is missing.

“Artificial neural networks (NN), are powerful tools” — “Atrtificial neural networks
(NN) are powerful tools”
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10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

1.27: “non-linear”: nonlinear is much more common (check the title of the journal).
1.28: “based on example” — “based on examples”?

1.45: Brajard et al. (2019). has actually been accepted as Brajard et al. (2020a).
Can you please update the reference?

1.36: “combining NN with a knowledge based model as a hybrid forecasting ap-
proach (Pathak et al., 2018b)“: | believe Brajard et al. (2020b), which recently ap-
peared, is also a very relevant citation to your manuscript because as opposed to
Pathak et al. (2018) who rely on only one degree of freedom in model error and
reservoir computing, Brajard et al. (2020b) have many degrees of model error
freedom and rely on CNNs, like you do.

I.75: “Gaussian stochastic forcing 3, has a half width of 4 grid points”: Is this
remark about correlation length of the covariance matrix?

1.82: “with parameters ;n = —8 and ¢ = 1.5.”: You have to be more precise. What
are 1 and ¢? You know that it can be ambiguous for log-normal distributions
(whether you consider the variable of the log-variable).

1.87: “using 5-th order polynomial function (Gaspari and Cohn, 1999)“: | believe
that what you use is actually a 5-th piecewise rational function, is it?

1.94-95: “the analysis error is larger than that of an arbitrary model state.”: Do you
mean larger than the climatological standard deviation of the model state? It's
unclear to me.

1.117-119: | believe that you should give a reference for the selu activation func-
tion because giving those values would seem strange to typical readers of Non-
linear Processes in Geophysics (in particular they cannot really guess that they
are meant to be optimal in some sense).
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1.123-124: “We set the batch size to 96 and do 100 epochs.” — “We set the
batch size to 96 and run 100 epochs.”?

You should have use the latex package linenofix.sty. Your line numbering has
issues!

Please number all of your equations. This is customary — this facilities the study
of your paper by colleagues and students. Systematic numbering may be avoided
in reports and book to avoid cluttering.

p.5: Equation defining the loss function (no number and line numbers skipped):
Why do you take the square root and not the MSE which is available in Tensor-
Flow/Keras?

1.119: “The python library Keras (Chollet et al., 2015).“: (i) You are actually using
TensorFlow/Keras or TensorFlow 2.x. — your statement is a bit weird. (ii) Please
give the reference to Chollet’s book instead, which is the Keras bible as well as
an excellent introduction to TensorFlow/Keras and more generally deep learning
(Chollet, 2017).

It would be better to provide your codes. Maybe not all pieces, but for instance
the original ones like the convection model and the TensorFlow code.

1.135 and Figure 2: Did you average your RMSEs over several learning and/or
test experiments? It is possible that the curves are significantly dependent on
the initial random seed. If not, | do not expect any unpleasant surprises but more
reliable (and less noisy) curves, potentially with error bars. Please clarify.

p.9; Table 2 caption: “As table 1, but for* — “Same as table 1, but for". Same
remark for Figures 5 and 6, and maybe others(?).
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22. 1.156-165: It may be that the CNN is actually correcting for other sources of model
errors such as the impact of localisation. That would explain why EnKF+CNN can
outperform QPEns.

23. 1.175: the sentences are a bit awkward, | suggest (2 corrections): “the CNN was
able to reduce the mass violation significantly. Moreover,”

24. Acknowledgements: There seems to be a useless “ at the beginning.
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