
Answer to reviewer 1 
 
General answer: 
We thank the reviewer for the detailed comments on the paper. They have helped us to significantly 
improve on the readability and clarity in the revised version. We have implemented changes for 
every comment raised by the reviewer. 
 
Please note: 
The images in this file are excerpts of the revised version in latexdiff. Please apologize the formatting 
problems of latexdiff that cuts off references at line breaks. This is not the case in the revised version. 
 

 

Comment 1 

I find there to be room for improvement on a few presentational issues. (i). There seems to be an 

assumption of familiarity with other clustering methods. The paper would be more accessible, and 

therefore useful, if the authors took just slightly more time in defining new terms and in providing 

the intuitive content of mathematical concepts. 

Answer to comment 1 

Thank you for your comment. We have made the following changes in the revised version: 

 

1. Additional paragraph in the methods section that briefly describes why embedding / clustering is 

necessary, and also explains in one sentence what k-Means does 

 

 

2. Additional explanation in the methods section that describes why the embedding we choose is 

expected to create a detectable signal for OPTICS. 



 

 

 

Comment 2 

(ii) I find it a little strange that some figures are presented in the appendix, but discussed only in the 

main text. Some of these make good illustrations of the performance of the method with respect to 

others, e.g. D1&D2. I feel this tends to negatively impact the narrative. If figures are discussed in the 

main text, I would present them there also. 

Answer to comment 2 

Thank you for this comment. We agree with the reviewer and have now included the clustering 

results of the classical MDS method in the main text. In the revised version, we provide the results of 

OPTICS together with its comparison to k-Means for both of the model flows. We have decided to 

leave the discussion of the embedded network of Padberg-Gehle and Schneide (2017) together with 

the previous figures D1-D3 in the appendix. This is because the major focus of the paper is the 

OPTICS clustering on the direct embedding of the trajectories, as this removes the need of several 

parameters compared to Padberg-Gehle and Schneide (2017), such as the cut-off parameter d, and 

the embedding dimensions. A reader that is interested in the application of OPTICS to the spectral 

embedding of Padberg-Gehle and Schneide (2017) gets a full account on that topic in the appendix. 

We do not discuss these results in the main text, but only mention them quickly. The actual 

discussion is contained in appendix C of the revised version. 

 

 



Comment 3 

(iii) The paper has a highly technical focus throughout. More framing of the import of this problem at 

the start and end would have been appreciated. 

Answer to comment 3 

Thank you for this suggestion. We have now added more content on the problem itself, i.e. the 

detection of many small coherent structures in a large, noisy ocean domain. 

 

1. Introduction 

 

 

2. Conclusion 

 



 

 

3. We have now also discussed the relation of our method to existing methods. In particular, we 

stress that we focus on a new clustering algorithm instead of a new form of embedding, as e.g. done 

by Froyland et al. (2018). 

 

 



 

 

 

Comment 4 

(iv) For a short paper, the abstract is perhaps disproportionately long. 

Answer to comment 4 

Thanks for noting. We have shortened the abstract a bit in the new version. 

 



 

 

Comment 5 

There is one point raised in the paper that I felt required more elaboration. A selling point the 

authors bring up for this method is that it can in principle be applied to real-world trajectory data, 

see line 86 and also line 306. This is true but incomplete. Real-world Lagrangian instruments are 

sufficiently sparse that it is rare to find more than one in the same eddy at the same time. Thus, the 

application presented herein—finding eddies is idealized configurations—is not really relevant for 

how one would apply this method to real-world trajectories. The data density used here is orders of 

magnitude greater than for real-world instruments. Since the authors bring this up as an advantage 

of the method, a more fair and nuanced discussion of its potential and limitations with respect to 

real-world data is called for. I would say, rather, that the method seems more suitable in application 

to model data or virtual trajectories from altimetry, where it benefits from a simplicity with respect 

to some other proposed methods. 

Answer to comment 5 

The reviewer is correct that an application of our method to real drifters to detect eddies is not 

possible due to the limited coverage of drifter data. Note that two studies applied their methods to 

real drifters, as we mentioned in the introduction (Froyland and Padberg-Gehle (2015) and Banisch 

and Koltai (2017)), however to detect the five major ocean basins and not eddies. In the new version, 

we omit the reference to real ocean drifters at other places but the introduction, where we now 

explicitly mention the application to ocean basins (and not eddies). 

 



1. Changes in introduction to clarify that trajectory-based clustering has been applied to real drifter 

data only in the context of detecting the ocean basins, not individual eddies. 

 

2. End of the introduction 

 

2. First sentence in conclusion 

 

 

 

Comment 6 

Line 99. Do you not want to cite Bickley? My understanding is that the term “Bickley jet” itself is used 

to refer to a steady solution with a sechˆ2 u-velocity, see e.g. Swaters (1999). The authors’ Eq. (2) is 

an added perturbation. As read, it sounds like the whole thing is the Bickley jet. 

Answer to comment 6 

Thank you for this comment and the careful check of our references of the flow. You are indeed right 

that the Bickley Jet is a steady, sechˆ2 velocity profile. We have added the reference to Bickley now, 



together with a reference to the paper of del Castillo-Negrete and Morrison (1993), where the 

perturbed form of the jet is motivated. 

 

 

Comment 7 

Section 3.2.2. I didn’t really understand this section, or what B is encoding in Eq. (4). A more intuitive 

description would be helpful. When you say, “pairwise distances are approximately preserved”, this 

is with respect to what? Also, why are two dimensions chosen? 

Answer to comment 7 

Thank you for this comment. In the new version, we elaborate more on the intuitive goal of classical 

MDS in this section. We choose two dimensions because we wish to visualize the data in the plane. 

We have made this more clear in the new version. 

 



 

 

 

Comment 8 

Line 193. The intuitive meaning of the ‘generating distances’ that are not being used here should be 

mentioned 

Answer to comment 8 

Than you for the comment. In the new version, we briefly mention what a finite generating distance 

would mean. 



 

 

 

 

Comment 9 

Line 196. The definition of the epsilon neighborhood appears incomplete. Is it not the M-dimensional 

sphere of radius epsilon? Otherwise, what is the epsilon? 

Answer to comment 9 

Indeed the epsilon-neighborhood of p is just the M-dimensional ball around the point p, and the 

previous version was incomplete. We have changed this in the new version, together with renaming 

epsilon to delta, see our answer to comment 8. 

 

 

Comment 10 

Line 200. It would be very helpful to write out in words the meaning of Eq. (6). My understanding is 

that c(p) is minimum distance epsilon such that the number of points in an epsilon neighborhood is 

greater than a specified number. 

Answer to comment 10 

Thank you for your comment. Your interpretation was correct. We have made it more clear in the 

new version, see the answer to comment 8. 

 

 

Comment 11 

Line 213. I did not immediately understand how it arises that there are valleys in the reachability if 

you have sorted iteratively on the reachability. You might explain that this happens as you encounter 



groups of points that are all near to each other, thus replacing earlier high values of reachability with 

lower values. 

Answer to comment 11 

Thank you for the comment. Indeed, it is the sorting that is the most important step in the algorithm. 

We added some more explanation in the new version. 

 

 

Comment 12 

Line 216. The phrasing here made me wonder if this was a second, different epsilon. It would be 

clearer to say that you choose a value for the parameter epsilon. Also, it appears this is conditional 

on a choice of s_min which should then be emphasized. 

Answer to comment 12 

Thank you for very much for pointing this out. Indeed, this was a second epsilon, and the 

presentation in the first version was confusing. We have made the appropriate changes in the new 

version by re-naming one of the epsilons into delta. See our answer to comment 8. 

 

 

Comment 13 

Line 228. What are the permissible values of k in condition (a)? 

Answer to comment 13 

We have made this more precise in the new version. It can be any integer larger than zero and 

smaller than N - l. 

 

 

Comment 14 

Figure 2, what are the units of the y-axis in the left column of plots? 

Answer to comment 14 

Thank you for this comment. Indeed, we missed to specify the units of all reachability values. We do 

so in all figures in the new version (apart from the network embedding case in the appendix, where 

quantities are dimensionless), see the example below. 



 

 

 

Comment 15 

Figs 2 and 3, some of the colored dots lie above the epsilon threshold. 

Answer to comment 15 

This is correct, DBSCAN classifies the points below the line only up to boundary points, i.e. there can 

be points at the cluster boundary that belong to the cluster. We have made this more clear in the 

new version. 

 

 



Comment 16 

Figure 4. I really don’t understand the two dimensions of these plots, nor the star-shaped patterns, 

could you explain these more? 

Answer to comment 16 

We have now made the presentation of the methods regarding classical MDS more clear, also 

relating it to principal component analysis, see the answer to your comment 7. In addition, we have 

provided more explanation on the star-shaped structure in the results section. 

 

In addition, we have further discussed the failure of k-Means in relation to the star-shaped structure 

of the embedding. 

 

 

Comment 17 

Data locations at Zenodo should be cited, not only the papers referring to them. 

Answer to comment 17 

The reference is actually a Zenodo link, not a paper. Note that there were two references Wichmann 

2020 (Zenodo link) and Wichmann et al. (2020) (previous paper). In the new version, there is now 

also a Zenodo link to an animation for the Agulhas flow. 

 



 

Comment 18 

Throughout the paper, the authors consistently omit the subject ahead of an infinitive, e.g. “which 

allows to detect”. I believe this is grammatically incorrect (in US usage anyway). “allows one to 

detect” or “allowing the detection of” sound better 

Answer to comment 18 

Thank you, we have made appropriate changes in the new version. 

 

 

Comment 19 

l 42 and 90. “sparse” should probably be used instead of “scarce”. The former means thinly 

distributed while the latter means hard to come by. 

Answer to comment 19 

We have made appropriate changes in the new version. 

 

Comment 20 

l 128. NumPy and Zenodo are the standard capitalizations 

Answer to comment 20 

We made the suggested changes in the  new version. Thank you for noting. 

 

 

Comment 21 

l 141. “method” should be “methods” 

Answer to comment 21 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 22 

l 156. Straightforward 

Answer to comment 22 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 23 

l 191. “and as will become clear” 



Answer to comment 23 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 24 

l 217. “is equal to” should be “set of points is equivalent to”. 

Answer to comment 24 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 25 

l 243. “a priory” should be “a priori” 

Answer to comment 25 

We corrected it in the new version. 

 

 

Comment 26 

l 279. “large- and small-scale” 

Answer to comment 26 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 27 

l 354. GitHub 

Answer to comment 27 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 28 

l 359. There is a title of an appendix with no appendix. 

Answer to comment 28 

The content of appendix C consisted of only two figures, C1 and C2. It appeared as without content 

due to the page break. In the new version, we have removed one appendix as we include the figures 

in the main text, such that the formatting looks better. 

 



 

Comment 29 

l 360 & 361. “particle-based” 

Answer to comment 29 

Thank you for noting, we corrected it in the new version. 

 

 

Comment 30 

l 383. “ot” 

Answer to comment 30 

Thanks for the careful read, we made the changes in the revised manuscript. 

 

 

Comment 31 

l 389. There should be a period at the end of this sentence 

Answer to comment 31 

Done. Thanks for noting. 

 

 

Comment 32 

Figure C1, “three” eigenvalues should be “two”, correct? 

Answer to comment 32 

Yes, indeed. Thanks for reading also the appendix figure captions so carefully! We corrected this in 

the new version. 

 

 

 


