
Answers to the comments of Referee 2 
 
Note: Line numbers refer to the track-changed version 

 
Comment 1 
A new and potentially useful method is introduced and discussed in relation to 
established methods, but there is no direct comparison, neither w.r.t.  to the resulting 
clustering nor to computational run-times. While a detailed comparative study is 
certainly beyond the scope of this paper, the discussion should be extended in that 
respect. What are the advantages and what are the limitations of the method – in 
comparison to the established approaches? 
 
Answer to comment 1 
Thank you very much for that comment. A more detailed comparison was indeed 
lacking in the first version. In the revised version, we will add a subsection (3.4) in the 
methods section to point out the differences to previous methods, advantages and 
limitations. 
 
Changes in text, line 236: 

 
 



 
 

 
 
Comment 2 
The two case studies (double-gyre and drifters) are each treated with a different 
clustering approach (K-way clustering vs hierarchical clustering) and it remains open 
how these two choices influence the results, in particular as there is no obvious 
spectral gap in the double-gyre system indicating an appropriate choice of K. I also 
assume that the results depend very much on the trajectory length but this is only 
briefly mentioned for the drifter data (l. 286). These points could be addressed in a 
more detailed study of the double-gyre flow, taking into account different flow times 
and the two clustering approaches. 
 
Answer to comment 2 
Thank you very much for this suggestion. It, in fact, helped us to better understand our 
method. We now applied also the hierarchical clustering method to the double-gyre 
flow and found that there is not necessarily a global minimum in the NCut for the first 
split (along the transport boundary). We found that such a minimum appears only for 
larger bin sizes, see the figures below (B5-B7). The lack of a global minimum for this 
system was found before for the transfer operators by Froyland & Padberg (2009), 
and is partially  also a consequence of the very idealized flow, where the objective 
function is symmetric around c=0. Nevertheless, because of this sensitivity on the bin 
size, we now also computed the clustering results for the North Atlantic drifters for 
different bin sizes, see the figure below (C2). We do not find any striking difference in 
the main features of the North Atlantic Ocean. The text will be changed accordingly. 
 
 
Changes in text, line 328: 



 
 

 



 

 
 

 
Comment 3 
I don’t understand how figure 7 relates to the hierarchical clustering that is carried out 
for the drifter data and where the indicated separations between the different 
geographical regions come from. Does fig 7 show the results for the K-way clustering? 
Some more explanations are required in my view. 
 
Answer to Comment 3 
Thanks a lot for this comment. You were absolutely right that the figure had little 
meaning in the context of hierarchical clustering. We will remove it in the revised 
manuscript. 

 
 
 
Comment 4 
The chosen bin size of 0.4 for the sparse data case (l. 246) means that some bins 
have to cropped in order to fit into the domain and as a result the bins are not equally 
sized. How is that done and how does that influence the computation? 



 
Answer to comment 4 
Thanks for that comment. Indeed the bins are not equally sized then, or we artificially 
extend the domain to y = 1.2. The text will be adapted accordingly. 
 
Changes in text, line 316: 

 
 
 
Comment 5 
Probably not all readers are familiar with the concept of almost-invariant sets, so this 
should be briefly motivated in the introduction. 
 
Answer to comment 5 
We will include a brief explanation in the introduction. 
 
Changes in text, line 57: 

 
 
 
Comment 6 
The other anonymous referee already pointed out that S is not defined in the 
denominator of equation (6).  In that context it would be helpful for the reader if the 
authors briefly explain the cost function. 
 
Answer to comment 6 
Thank you, this will be fixed in the revised version. 
 
Changes in text, line 155 

 
 
 
Comment 7 



I also realized that the concept of “similarity” is used in a rather sloppy sense. 
 
Answer to comment 7 
Thank you for noting, indeed we were not very inconsistent in the usage of ‘similar’ 
and imprecise. We will change this in the revised version. 
 
Changes in text, line 185: 
... it follows that these eigenvectors are equal to the left singular vectors 
corresponding to... 
 
Changes in text, line 438: 
Minimizing the generalized normalized cut of 𝐴𝑃 defined in eq. (6) with spectral 
relaxation is equal to maximizing the generalized coherence ratio 
 
Changes in text, line 447: 
We now show that the right singular vectors of R defined in eq. (10) are equal to the 

right eigenvectors of �̂� if the particle measure is invariant and uniform. 

 
 
Comment 8 
The color figures are not appropriate for gray-scale printouts 
 
Answer to comment 8 
Thanks for the comment. As we need to use quite a few colours to illustrate the 
clusters, and as papers in NPG are available online for free, we do not think this is a 
major problem and would like to leave this issue to the Editor. 
 

 
 
Comment 9 
I suggest some critical proof-reading (e.g. capitalization in reference list). 
 
Answer to comment 9 
Thank you for also checking the references so carefully. We have gone through them 
again and will make appropriate changes, also regarding capitalization and doi’s in the 
references. 
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