
The authors would like to thank the Reviewer for the time to review our paper and to provide 

valuable comments and suggestions. We view the criticism positively, which we can address in 

the revised version of our manuscript. Here we would like to list our preliminary responses to 

each item raised by the Reviewer: 

 

1. The analysis presented in the paper is entirely based on the hypothesis that the initial state of 

the system under observation is known, and that it is only ‘parameters’ (heat fluxes in the 

numerical application) that are to be determined from the observations. From a physical point of 

view, that is highly unrealistic. I presume the authors intended their paper at being only a 

theoretical and numerical presentation of sensitivity of assimilation-determined parameters to 

observations. A much more realistic situation would be one where the assimilation is intended at 

determining both the initial conditions of the system and, in addition, boundary conditions 

and/or forcing terms. The sensitivity analysis would apply as well to such a situation. I would 

like to see that point discussed in some detail. In particular, could it be possible to perform an 

assimilation and a sensitivity analysis in those more general conditions ? I reserve my opinion 

on acceptance or rejection of the paper on additional information on that aspect.  

 

And I mention that it is not said which initial conditions T0 was chosen for the numerical 

experiment described in Section 5. That should be mentioned in case that experiment is discussed 

in a future version of the paper. 

 

We think that the parameter estimation problem is important itself. The use of variational data 

assimilation is not limited to operational forecasting. In some problems the quantity of interest 

can be represented directly by the estimated controls. For example, in Agoshkov et al. (2015) the 

sea surface heat flux is estimated in order to understand its spatial and temporal variability: 

 

Agoshkov V.I., Parmuzin E.I., Zalesny V.B., et al. Variational assimilation of observation data in 

the mathematical model of the Baltic Sea dynamics // Russ. J. Numer. Anal. Math. Modelling, 

2015, v.30, no.4, pp. 203-212. 

 

The problems of parameter estimation are common inverse problems considered in geophysics 

and in engineering applications: 
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Applications, 2006. V.52, P. 1269-1288. 
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hydrology model. Advances in Water Resources. 2003, V.26, No.3, pp.337-348. 
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10.1016/j.atmosenv.2006.10.014. 



 

Last years an interest is arising to the parameter estimation using 4D-Var: 

 

M. Bocquet. Parameter-field estimation for atmospheric dispersion: application to the Chernobyl 

accident using 4D-Var. Q. J. R. Meteorol. Soc. 2012, v.138, pp.664-681.  
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Journal of advances in modelling Earth systems, 2013, V.5, 58–70. 

C.L. Defforge, M.Bocquet, R. Bresson, P. Armand, and B. Carissimo. Data assimilation at local 
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neighbourhoods. 18th International Conference on Harmonisation within Atmospheric 

Dispersion Modelling for Regulatory Purposes (Harmo18), 9-12 October 2017, Bologna, Italy. 

W. Yuepeng, Ch. Yue, I.M. Navon, G. Yuanhong. Parameter identification techniques applied to 

an environmental pollution model. Journal of industrial and management optimization, 2018, 

14(2): 817-831. doi: 10.3934/jimo. 
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simulation of hydrophysical fields in water areas with ‘liquid’ boundaries // RJNAMM, 2017. 

V.32, No. 3. P. 147-164. 

 

 

We consider a dynamic formulation of variational data assimilation problem in a continuous 

form. The presented sensitivity analysis formulas do not follow from our previous results for the 

initial condition problem (Shutyaev et al., 2017). Of course, the initial condition function may be 

considered as a parameter, however, in our dynamic formulation we have 2 equations for the 

model: one equation for describing an evolution of the model operator (involving parameters 

such as right-hand sides, coefficients, boundary conditions etc.), and another equation is 

considered as an initial condition.   

We also can consider joint state and parameter estimation problem, but it will be some 

generalization of this paper and the previous one (Shutyaev et al., 2017). In this case we need to 

introduce an additional term related to the initial condition into the cost function (2.2) to find 

simultaneously u and λ. The optimality system (2.8)-(2.10) will be supplemented by an 

additional equation related to the gradient of the cost function with respect to u. In this case, the 

Hessian is a 2x2 operator-matrix, and all the derivations are more complicated, cumbersome and 

lengthy. Of course, we can do this, but we decided to present here only parameter estimation 

case, because this is the case we deal with at our Institute for numerical experiments to find the 

heat fluxes for the Baltic Sea thermodynamic model. In our experiments, the initial condition is 

supposed to be known and taken from the run of the model on the previous time step. 

 

 

2. The second order approach to sensitivity analysis in variational assimilation is described in 

detail (and in very clear terms) in Sections 2 and 3. But, as shown in particular in the references 

the authors give (such as Le Dimet et al., 1997, in which the same approach is described), it is 

classical. That should be made perfectly clear, and it must be said that Sections 2 and 3 are only 

reminders, with possibly minor changes in detail, of already published material. 



 

 

Of course, we agree that the second-order approach to sensitivity analysis in variational 

assimilation is classical. The idea was first described by Le Dimet et al., 1997, where sensitivity 

with respect to model parameters was determined for the initial condition data assimilation 

problem. Here, we consider the same idea, but study the sensitivity with respect to observations 

for parameter estimation problem. The derivation of the sensitivity formulas for this very case is 

the novelty of our paper.  We follow the logics (and even repeat some sentences) of our previous 

paper by Shutyaev et al. (2017), but all the formulas presented in such a form has never been 

published before. 

 

3. Concerning the numerical application, too little is said about it. Whatever you will put in a 

future version, a number of things have to be specified explicitly. For instance  

- what was the numerical dimension of the problem (how many scalar parameters to be 

determined from how many scalar observations ) ? 

- and say more about the results. For instance, in the present case, was the minimizing Q 

significantly different from the guess Q(0)? 

- and try to interpret the results physically. In the present case, can it be explained why the 

sensitivity to the observations is larger in shallow areas (Fig. 1) ? 

 

 

In the revised version of the paper we give more details concerning the numerical experiments.  

The three-dimensional numerical model of the Baltic Sea hydrothermodynamics developed at the 

Institute of Numerical Mathematics (Russian Academy of Sciences) was used in the 

experiments. The initial condition for the whole model, including T0, was chosen in the 

following way: the model was start running with zero initial condition and run with atmospheric 

forcing obtained from reanalysis about 20 years, and after that the result of calculation was taken 

as an initial condition for further running of the model. The assimilation procedure worked only 

during some time windows. To start the assimilation procedure for the heat flux estimation, the 

initial condition was taken as a model forecast for the previous time interval. 

 

The mask water-land had the dimension 336×394 points at the surface and the number of water 

points where the calculations took place was 28984. Thus, the mesh size of the experiment area 

was 0.0625o×0.03125o. The observation data were given on the mesh 0.03o and were interpolated 

on the model grid. On each time step the heat flux was determined at each surface point, therefore, 

the number of scalar parameters to be determined were equal to the number of scalar observations. 

 

We need to mention that Q(0) has a physical meaning here, it is not only an initial guess, but a 

parameter calculated from atmospheric data and taken in the model for temperature boundary 

condition on the sea surface when the model run without assimilation procedure. For the 

statement of a data assimilation problem we introduce the cost function (5.5) with a 

regularization parameter α, which appears near the term involving Q and Q(0). Since in all 

numerical experiments α was chosen very small, for instance α=10-5, the impact of the first term 

in the functional was very small, and therefore Q was different from Q(0). 

 

 



 

 

The numerical experiments revealed the fact that sensitivity to the observations is larger in 

shallow areas (Fig. 1). One explanation of this phenomenon may be the fact that in the areas with 

depths of about 50 m, rapid convection occurs in the upper mixed layer. With the assimilation of 

the surface temperature, information is transmitted faster to shallower depths, which in turn 

contributes to a higher sensitivity to data in these places, in contrast to deeper regions.  

 

 

4. As said above, the title of the present paper is almost the same as the one of the paper 

Shutyaev et al. (2017). There should be more difference. 

 

In the revised version of the paper we correct the title as follows: Sensitivity analysis with respect 

to observations in variational data assimilation for parameter estimation. 

 

 

Most of the explanations presented here are introduced in the text of the revised version. All 

other additional Referee remarks are also taken into account.  

 

We are greatly thankful to the Reviewer for very useful critical remarks and comments which 

helped us to improve the paper and made us overlook our approach from a more relevant 

perspective. 

 

 

Sincerely, 

 

On behalf of the authors, 

Victor Shutyaev 


