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We thank both Reviewers for their careful reviews and good suggestions. We incorporated most
of the Reviewers’ comments into our revised manuscript. A detailed, point-by-point response is
provided below. We repeat the Reviewers’ comments in italic and our responses appear in standard
font. We also provide a latex-diff that can be used to track all changes from our original submission
to this revised version. The line numbers below (and in the reviews) refer to the original submission
which we also provide.

In addition to the changes described below, we revised the entire manuscript based on the Reviewers’
comments. This has led us to remove Figure 2 (it was not really a necessary figure). We split
Figure 3 into two figures and included additional information about our error models in a revised
Figure 7 (all Figure numbers refer to the original submission). We further included several new
figures. We revised Sections 3 and 4 for clarity and brevity, and expanded many of our explanations
(as requested by the Reviewers), which causes the revised manuscript to be longer than the original
submission. We included a new section that touches on the usefulness of our approach. All these
changes are inspired by the Reviewers’ comments, but not all of them are directly related to the
Reviewers’ major or minor points.

We further included a correction factor for the approximate standard deviation (see Equation (13)
of the revised manuscript). The correction factor is (for most relevant parameter values) near one
and, for that reason, including the correction causes only minor changes in the numerical (posterior)
estimates and does not change our conclusions or overall results.

Response to Reviewer 1 (Johannes Wicht)

The geomagnetic field varies on time scales from about a year to several tens of million years.
The vastly different time scales have been revealed by various data sources, all having their specific
inherent problems and limitations. In their pioneering work from 2001, Hoyng and Schmitt suggest
that at least the axial dipole variations on time scales from millennia to some millions of years can
be describe by the Langevin equation, a simple stochastic differential equation used, for example,
to model Brownian motion. In recent years, the respective model has been refined to include the
effects of correlated noise, random errors, or the limited time resolution of sedimentary data. This
manuscript introduces another refinement, a Bayesian approach that allows to incorporate different
types of “data” in a probabilistic manor to constrain the (five) parameters of the stochastic model.
The paper is interesting and well written, but requires a few additional clarifications here and there
(see below). The authors already mention that their analysis reveals difficulties and/or inconsisten-
cies, but the paper remains too vague at this point. There problem could result from the different
(and inconsistent) treatment of time-domain and frequency domain data, but this is hard to judge
from the manuscript. A generally more critical discussion of the approach also seems in order.
In addition, it remains unclear whether the results reveal anything new about geomagnetic field
variations. A few respective additional sentences, for example in the conclusion, would certainly
strengthen the paper.

We thank the Reviewer for the suggestions. We revised the manuscript in several places to tighten
our statements about model and data inconsistencies (see also below). We further extended our
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discussion and provide more details about the limitations and advantages of our overall approach.
We have added a new section to indicate why and how our approach is useful for studying the
geomagnetic field. In short, a model is not a reliable scientific tool unless the model parameters are
carefully chosen (based on “data”) and unless limitations and uncertainties of the model are under-
stood. We describe here a framework for doing just that for a stochastic model of the geomagnetic
field.

Response to major points

1. Data: the stochastic model is constraint based on paleomagnetic and archeomagnetic data,
which both have many problems. The dating uncertainties and the smoothing due to the lock-
in-time in sediments are mentioned in the text, but there are more. While there is little the
authors can do about this, some more critical discussion and application seems in order. For
example, the fact that the two paleomagnetic models show sizable differences suggests using a
large uncertainty when modelling the respective data. The reversal rate is another example.
How well can one determine the reversal rate based on a 30 Myr record when the underlying
process is Poissonian?

The Reviewer is right in that there is a long list of problems. We did our best to bring
up the ones that are most severe and most relevant for our purposes, but we do not claim
that our list of problems is complete. We do use a large uncertainty when modeling the two
paleomagnetic data sets. The uncertainties that arise from differences of the two data sets,
however, are small in comparison to uncertainties that arise due to the fact that the time
series is “only” 2 Myrs long. We describe this in detail in Section 4.2.2, see in particular
Figure 4 (of the new submission). We have added explanations that the reversal rate cannot
be accurately derived form a 30 Myr record. As is the case with the paleomagnetic data, the
main source of this uncertainty is the “shortness” of the geomagnetic record. We have revised
the manuscript throughout to highlight this point. How well one can determine the reversal
rate based on a 30 Myr record when the underlying process is Poissonian depends on the rate
of the Poissonian process and on how certain one is about one’s knowledge of that rate.

2. Geomagnetic power spectra: The power spectra and the respective models are not discussed in
any detail. Also missing is an explanation how the spectra are incorporated in the Bayesian
approach. Combining hundreds of “frequency data points” with only three ?time domain data
points? may not be the best way to proceed and certainly required some care. A parametriza-
tion or identification of the most important spectral features seems the way to go here. See
Baerenzung et al. (2018) for such an alternative approach. Figure 3 and 7 suggest that nei-
ther the spectra from the stochastic model runs nor the theoretical spectra do a very convincing
job in replicating the spectra from the data, at least when it comes to the location of “knees”
or of typical slopes. Some additional text seems in order here. How much can we trust the
spectra and in which frequency range? What are the limitation of the stochastic model when
it comes to the spectra? How much agreement can we reasonably expect? Please also remind
the reader why the Sint-2000/PADM2M and CALS10K.2 spectra are so different where they
overlap in frequencies. Why does figure 7 show a different range than figure 3? Do you really
think that the stochastic model can capture the high frequency part shown in figure 7?

The power spectral densities are computed from the time series (Sint-2000, PADM2M, CALS10k.2)
using the multi-taper technique of Constable and Johnson (2005). Sections 4.2.2 and 4.2.3
describe how the PSDs are incorporated in the Bayesian approach (via feature-based like-
lihoods). We do not agree that a parametrization or identification of the most important
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spectral features is obviously “the way to go here” as it may not be straightforward to ex-
tract these features from the data. We believe both approaches have advantages and disad-
vantages, but decided to stick to our approach of tuning the error variances. We also did
not find Baerenzung et al. (2018) particularly useful for learning about how to parametrize
or identify the most important spectral features. Nonetheless, we added this paper to our
references. We have added additional text to discuss in more detail the “quality” of the fit.
We have also included additional figures to make our points more clear. We have overlooked
this before and thank the Reviewer for brining up that the original submission indeed lacked
a lot of required explanations. We now use the same frequency range for (what used to be)
Figures 3 and 7.

3. Critical discussion: The authors already point out some problems or “inconsistencies” in the
sense that their model cannot capture all “data” convincingly. This should be discussed in
more detail. Is this a problem in the data or is the model too simple? The deficiencies in
describing the spectra seems to imply the latter. It seems to me that the model is doing OK
for describing the long-term variations where any complexity due to the convection and the
internal dynamo process may not matter so much. Implementing a archeomagnetic (or even
historic model) seem then overambitious. The authors should also discuss whether we can we
learn anything about the geodynamo from this approach?

We have added explanations and clarifications and discuss the inconsistencies in model and
data in more detail. It is difficult to come to a indisputable conclusion as to whether the
inconsistencies are (mainly) due to the data or due to the model being too simple. Clearly,
the model is simple, but also the data are known to be inconsistent. We explain these
difficulties, but ultimately are not able to judge if the model is too simple or the data too
inconsistent. We added a new section to discuss how our approach can be useful for studying
the geomagnetic field (Section 7). We believe that our main finding about modeling of the
geomagnetic field is that uncertainties in the data are dominated by errors that arise from the
shortness of the record. Errors that arise due to the specifics of how the data are obtained
(e.g., differences between PADM2M and Sint-2000) seem minor in comparison.

Response to minor points

1. Please check the way you cite. You seem to mix up citep and citet.

We thank the Reviewer for bringing this to our attention. This was a careless mistake and
we fixed it.

2. Abstract, last sentence: Bayesian reasoning is frequently used for combining different data.
What exactly is new in your approach?

We revised this sentence and hope that our revision is acceptable for the Reviewer. While it
is true that Bayesian methods are used to combine different data, it is not well-understood
what to do in a situation when several data describe the same quantity, but not necessarily in
a consistent way. It is difficult to explain in a sentence or two why our approach is useful in
this situation, which is why we decided not to include a (vague) description in the abstract.

3. Same sentence: ... data sets, which is particularly ...

We fixed this typo.

4. Page 1, line 23: What do you mean by: ... even basic analytical calculations are often
intractable?
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We dropped any mention of analytical calculations.

5. Page 2, line 5 and following: To my knowledge, the basic concept has been introduced by
Hoyng, Schmitt and Ossendrijver in a series of papers in 2001 and 2002 (see below). Please
give them credit. What exactly are the new ingredient in the B13 model? Note that Meduri
& Wicht (2016) claim that the linearization used later in the paper (and which may also be a
component of model B13) may only be of limited use.

We included the suggested references and also discussed Meduri & Wicht (2016) in more
detail.

6. Page 2, line 54: Define SDE.

We fixed this issue.

7. Page 2, line 19: Buffett and Puranam (2017) try to mimic the effects of sedimentation

We use the suggested formulation in the revised manuscript.

8. Page 3, line 29: . . . to reduce the influence of non-dipole components and various error
sources . . .

This sentence disappeared in our revision.

9. Page 4, line 3: CALSK10k.2 sampled at an interval of 1 year? Is this really the model’s
resolution?

We have added clarification of this issue. CALS10k.2 can be sampled at any rate (suggested
is 1 yr to 200 yrs) and the nominal resolution is about 100 yrs.

10. Page 5, line 14: At least set “Brownian motion” in quotation marks.

We do not understand this comment. In our revision, we decided to bring up the term
“Brownian motion” only when we define the stochastic process, commonly known as Brownian
motion (top of page 6 of revised manuscript).

11. Page 5, line 18: Concerning a constant D, see Meduri & Wicht (2016).

We have added clarification of this issue.

12. Page 5, line 22: . . . well potential potential .

We fixed this typo (and many more).

13. Caption of fig. 2: ... and potential U(x), with U?(x)=- v(x) ... Or use an integral formulation.

This figure has been removed in the revision because it was not essential.

14. Page 6, line 4: Could you explain iid in a few words for the non-experts?

We added a definition of iid.

15. Page 6, line 9: ... are affected by affected by ...

We fixed this typo (and many more).

16. Caption of fig. 3: There is something wrong with the sentences.

We fixed the issues in the figure caption. Figure 3, however, has changed during our revision
(we made it into two separate figures).
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17. Page 8: Because an SDE is noisy ... Well, no surprise there. Could you be more specific?
Wouldn’t this also depend on the noise parameters? How expensive is an SDE integration?
How long do you have to integrate?

We added clarification of this issue. The Reviewer is right in that the required simulation
length depends on the noise parameters (small noise will not be an issue). With nominal
parameters we decided that even a simulation of 10 billion years is not sufficiently accurate
(in the resulting PSD) for our purposes. Our sampling approach requires repeated simulations.
One MCMC run requires about 1 million simulations. We perform six different MCMC runs
to check the validity of error models, the model’s limitations and the impact of the various
data sources on parameter estimates. Even with a 10 billion year simulation time, this would
require a little more than 1 month or so in computation time (not using parallelism in the
MCMC, timing a 10 billion year simulation at 3.6 seconds and assuming 106 simulations for
the MCMC). The code that uses the approximations runs in less than a day. We have also
validated our approximations against long simulations (using only nominal parameters).

18. Page 8, line 10: The comparison does not look too good. Please discuss.

We added a discussion of the model-data fit and its quality.

19. Page 8, line 14: ... the time averaged value of the absolute value of x(t) ..

This sentence does not appear in the revised manuscript.

20. Page 8, line 23: approximating → approximate

This sentence does not appear in the revised manuscript.

21. The SD is not very close to the observation. Please discuss.

We added a discussion of the standard deviation not being very close to the observation.

22. Sampled once per year . . . (see above).

See above.

23. Discuss the comparison.

We added a discussion of the comparison.

24. ... the bound may be overly pessimistic ... Well, the problem is not solved yet, but it looks like
electron-electron interaction could at best only have a mild effect. Anyway, there is no need
to dive into this topic in the paper and I would simply drop this sentence.

We have revised our derivation of the bounds according to the Reviewer’s suggestion.

25. Note that the stochastic model represents longer statistical time scales. Arguing with flow
velocities is of limited use here.

The only place we mention flow velocity is where we put bounds on the parameter γ. We
simply require the effects of diffusion to be small relative to the induction term, which depends
on velocity. We make no claim that the stochastic model provides an estimate of flow velocity.

26. Sections 4.2.2 and 4.2.3: Please provide more details here. (See comment above)

We have added new explanations and supplied more details in our revision.
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27. Figure 6: Provide colorbar. Discuss a bit more. How well are the parameters constrained,
for example compared to the priors?

The use of a color-bar is unusual in the context of corner plots. We added explanations of how
the posterior distributions compares to the uniform prior based on the bounds in Section 3.4.

28. Page 17, line 2: The “however” seems out of place.

We revised this sentence based on the Reviewer’s suggestion.

29. Page 17, line 5: ... the impact of each ...

We fixed this typo.

30. Page 21, line 1: ... in the context of our simplistic model CALS10k.2 mostly constraints ...

We revised the sentence based on the Reviewer’s suggestion.

31. Page 21, line 30: Every geomagnetic data point is indeed the result of hard work, but why is
this a challenge for the model described here?

We agree, this is not an “issue” here and we removed this part of the sentence. The hard
work required for each data point contributes to the fact that the amount of data we have is
rather limited.

32. Page 22, top: Incorporating different type of “data” in a Bayesian approach is a standard
application. Please point out the specific novelty in your approach.

We revised our explanations to emphasize why our overall approach is useful. To be sure,
we do not “invent” new algorithms in this paper, we apply known numerical techniques
to an interesting and important problem and discuss their uses and, to some extent, their
implications.

33. Page 22, line 4: “We use the full paleomagnetic record”? The years of hard work have resulted
in more than just Sint-2000 and PADM2M.

We agree, we revised this statement according to the Reviewer’s suggestion.
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Response to Reviewer 2

The authors take an interesting Bayesian approach, but there is a number of issues which require
an improvement of the manuscript.

We thank the Reviewer for their comments. We have thoroughly revised the manuscript throughout
to address the concerns. We have expanded explanations and (hopefully) clarified all the issues
that are brought up.

The developed stochastic model uses of paleomagnetic and archeomagnetic data. How do the authors
treat uncertainties in dating, smooth the data and carry out other data massages?

The treatment of uncertainties is discussed in Section 4.2. The validity of the assumptions about
our error models (uncertainties) are assessed by a suite of numerical experiments in Section 6.
Uncertainties in dating are not important for our purposes (assuming that the overall length of
the Sint-2000 and PADM2M time series is about 2 Myrs and the overall length of CALS10k.2 is
about 10 kyrs). We do not smooth the data or carry out any other data “massages”. We use the
Sint-2000, PADM2M and CALS10k.2 data sets directly, without modifications.

How can one combine many frequency-domain data points with a few time-domain data points?

We discuss this issue in Section 4.2.1 and in Section 6. We “artificially” decrease the error covari-
ances of the few time-domain points to increase their impact on the parameter estimates. We clearly
spell out the consequences this action has on the resulting uncertainties of posterior estimates. A
related issues was brought up by Reviewer 1, who also suggested an alternative. We explained in
our response to Reviewer 1 that we do not anticipate that the suggested alternative will lead to
improved results.

Please, discuss the geomagnetic power spectra and the respective models in some more detail. How
do they incorporate them in the Bayesian approach?

This issue was also brought up by Reviewer 1. The power spectral densities are computed from the
time series (Sint-2000, PADM2M, CALS10k.2) using the multi-taper technique of Constable and
Johnson (2005). Sections 4.2.2 and 4.2.3 describe how the PSDs are incorporated in the Bayesian
approach (via feature-based likelihoods).
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