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Dear reviewer, let us express our sincere gratitude for your work and competent evaluation of our 

manuscript. In our opinion most of your questions are answered below or we explain our vision of 

certain questions. Also, let us inform you that as far as the same or almost similar questions are 

repeated along in the reviewers text we apologize that could not avoid some repetitions in our 

answers too. 

 

 

Anonymous Referee #1 

Received and published: 23 January 2018 

The authors study the southern Californian earthquake catalogue (1975-2017) analyzing 
the extend of regularity in the time series that is defined by the occurrence of 
earthquakes with magnitudes above 2.6. For that purpose they introduce the "integral 
deviation times" (IDT), a simple statistic measure that corresponds to the sum of the 
deviation times of the earthquake occurrences to regular times steps.  
As the authors state, the earthquake time distribution does not follow the patterns of a 
random process and there are several studies on the determination of the regularity of 
seismic processes and its changes in time. Yet, with regard to the presented IDT method 
I have several doubts concerning the appropriateness of that measure. Further, I see 
some weaknesses in the design of the analysis and clearness of the paper.  
 
 
At times it looks like you apply a bunch of methods without knowing why and what do you 
want to show.  
 
We thank reviewer 1, for this remark. We would like to underline that we definitely know why 

several (“bunch” of) contemporary methods of data analysis have been used in the present work. 

These well known and often used methods (LZC, RQA, CMSE) are very effective tools, when 

correctly used, for the task of quantification of dynamics of complex processes: examples can be 

easily found in a number of articles from different fields. We regret that, as it appears, what we 

wanted to show using certain data analysis methods was not clear in the previous version of the 

manuscript. In the corrected version, it is underlined that these methods have been used for the 

very important for our research task. Namely, it was required to ensure that the simulated random 

data sequences (here different type of noises and Poisson process data sets), being generally 

complex and random-like, are still different in the sense of underlying dynamics and that these 

differences are quantifiable. The problem is that the simulated noise datasets, by the conditions of 

their generation, should differ by the features of their frequency content. At the same time, it was 

necessary to know if these data sets are different in the sense of regularity, especially at small 

differences between spectral exponents. Here, it was necessary to assess the extent of regularity in 



noise data sets from different point of views, i.e. use analysis methods based on different 

underlying principles. For our research purposes such testing by standard analysis tools was 

absolutely necessary step prior to proceed to the analysis of the same simulated data sets by IDT. 

Next, we needed to be convinced that such a simple statistical method like IDT can discern 

differences in dynamical features of complex high-dimensional processes (differences in which 

already have been documented by standard complex data analysis methods). This is why we spent 

considerable part of our time and carefully compared results of IDT analysis with the results of 

other, well known and many times critically tested, methods (here LZC, RQA and CMSE). These 

analyses bring us to the conclusion, that results of IDT are in principal agreement with the results 

of used standard tools of complex data analysis. 

 Here, for readers who are not so aware of the details of modern complex data analysis, the 

following question may arise - if the results of IDT agree with those obtained by some other 

methods, why do we need to develop a new tool giving similar conclusions? Also, it indeed may 

be a need of an additional explanation why standard methods have not been used together with 

IDT calculation for the real (obtained from earthquake catalogue) data sets. At first, we should 

state that each of methods are developed to test data sets from a certain point of view, e.g. LZC is 

based on information theory, RQA -on phase space population testing, CMSE – on entropy 

assessment, etc. Moreover, all the complex data analysis methods (used here and others) to be 

correctly used necessitate special conditions to be fulfilled both in the sense of quality and length 

of data sets, as well as in the sense of calculation purposes (e.g. conditions for reliable phase space 

reconstruction or coarse-grained series construction). Therefore, knowing weak and strong sides 

of these methods for certain data sets, we additionally wanted to have a testing method based on 

the very simple statistical and distributional features of complex process (data sets). This was 

interesting to get in this way the possibility to look at the complex process from a simple new point 

of view, which will not be complicated by the fundamental principles of method's accomplishment. 

Such simple vision definitely has its own restrictions and, as in the case of any other data analysis 

methods, should be used correctly. Anyway, as it follows from our results, proposed calculation 

method is effective for data sets (especially for short ones), simulated from complex processes as 

well as original and randomized data sets of earthquake's time distribution. Such test is very 

important for the usually not perfect quality data sets of the real measurements. It should be also 

pointed out that the IDT calculation method has no practical restrictions on the length of data sets 

because of its simplicity. (we mean statistically reasonable length of data sets of at least several 

tenth of data). 

 

 

 
The interpretation of the results could be more detailed and more related to the 
application, otherwise it is hard to see, what are the findings provided by the paper.  
 
Together with the presentation of a simple and effective method for complex data sequences 

analysis, in this manuscript we present the results of its application for the time distribution of 

earthquakes taken from the south Californian catalogue. Main finding of this work is a clear 

quantitative demonstration that the extent of regularity of earthquakes time distribution is changing 

over the time. It was shown that, over the period of analysis, we can indicate periods when 

earthquakes’ time distribution became most random as well as those when it is less random. Such 

a finding for the seismic process, in our opinion, is of immense importance, as far as by many 



authors seismic process still is regarded as completely random, i.e. not having a quantifiable 

dynamical structure (unpredictable). Most important is that the extent of randomness never reaches 

its maximum in periods immediately prior to strongest earthquakes. This points to the increase of 

determinism in earthquake generation process (at least in temporal domain) and thus makes 

researches aimed at finding of the precursory markers for strong earthquakes in the complex 

seismic process, a well-grounded scientific task. 

 
 
In the following I comment on the mentioned shortcomings in more detail. The motivation 
of the paper could be stronger. Why is it important to identify changes in the regularity of 
seismic activity? Do you expect to gain any knowledge for a better understanding of 
seismic processes? Do you expect to the give better predictions on earthquake 
occurrence based on changes in regularity? You should also refer to (some of) these 
questions in your conclusion.  
 
The main general problem targeted in our last researches concerns with the dynamics of seismic 

process. Exactly, investigation of features of earthquakes time distribution is often posed important 

task not only for us, but also for many research groups worldwide for last decades [e.g. Davidsen, 

C. Goltz, 2004; Kawamura. 2007; Kenner, M. Simons, 2005; etc.]. Motivation for the present work 

was to assess how the extent of regularity in the earthquakes time distribution changes over the 

considered period of catalogue time span. It needs to be underlined that, in spite of the above-

mentioned and many other studies, the problem of how regularity of seismic process is changed 

still remains unanswered. At the same time, it is clear that without such knowledge the better 

understanding of seismic processes can not be achieved. Moreover, scientific posing of such 

general tasks as earthquake prediction or control of seismic processes, will not be look grounded 

unless basics (at least main) of features of its dynamics in spatial temporal or energetic domains 

will not be understood. 

 

 

Also the provided background (domain) 
information could be more precise. Why do you consider only earthquakes with 
magnitude 
above 2.6 and after 1975? Please refer to the magnitude of completeness and 
possible changes in the time series due to improvements in recording. You should 
also report on the characteristics of seismic activity, e.g occurrence of cluster, foreshocks 
and aftershocks accompanying major earthquakes, assumption of ii d (Poisson 
process) occurrence for declustered catalogues. 
 
As it is said in the revised version of manuscript, we aimed to analyze temporal features of the 

original (natural) process of earthquake's generation. For this purpose, we selected a best quality 

catalogue of southern Californian seismic activity (Fig.1). Being aware of the problems that can 

be caused by the inappropriate “bleaching” of complex data sets [e.g. Abarbanel, 1993], and 

aiming at the analysis of temporal features of  seismic process, we would like, when it is possible, 

to avoid any cleaning, filtering or declustering of catalogue in order to preserve its original time 

structure. Consequently, we tried to have as possible long period of observation with as possible 

low representative threshold. For this purpose, according to results of time completeness analysis 



(Fig. 3) we decided to be focused on the time period from 1975 onward. Indeed, we see that since 

the middle of 70th of last century Mc was clearly decreased what finally enabled us to work with 

the southern Californian earthquake catalogue at the representative threshold M >= 2.6, according 

to the Gutenberg–Richter relationship analysis (see Fig. 2). We understand that in such catalogue 

we deal with both, independent as well as dependent (aftershocks or foreshocks) events. Presence 

of both type of events in the catalogue looked for us quite acceptable in the frame of research task  

because here we speak about the general features of  time behavior of seismic process and also 

because the physics of generation of dependent and independent events is similar [Davidsen and 

Goltz, 2004; Martinez, et al. 2005]. In any case to assess possible influence of dependent events 

on the results of our calculations, we performed analysis at higher representative thresholds M3.6, 

M4.6 and even for M5.6, when this was possible because of small number of events. According to 

our analysis dependent events do not essentially influence results of IDT analysis. 

 
 

 
Fig. 1. 



 
Fig. 2. 

 
Fig. 3. 

 
 
 It would be also nice to see a plot of (a part) of the time series, that e.g. illustrates the 
clustering of earthquakes in time. 
 
We analyzed the original (not filtered) catalogue (Fig.1) with obvious natural clustering in 

different domains. The time clustering in this catalogue is well known and described for many 

times (also in one of our previous article Matcharashvili et al, in Physica A 433 (2015). Thus, the 

earthquakes time clustering in Californian catalogue is obvious for our research period and in our 

opinion there is no need for additional illustrations. This is why we do not show interevent time 

series, which was possibly meant by the reviewer 1. 

 
Also comment on why did you choose to study the southern Californian catalogue and 
clarify if there are any issues with induced seismicity. 
 



As mentioned above, we have used southern Californian catalogue for its high quality. Having 

such best quality catalogue, we do not aimed to go further in the analyses of effects like of induced 

seismicity. At the same time, testing carried out at increased representative thresholds apparently 

shows that their influence on IDT calculation results can be regarded as negligible. 

 

 

As mentioned above, I have some doubts regarding the appropriateness of the IDT 
measure. On page 2 , line 16-17 you state IDT should approach zero for random 
sequences, if n goes to infinity. First, please correct the subsequent sentence, which 
says IDT approaches infinity for large n (I guess, this is a typo). Second, the statement 
needs to be proofed. Actually I doubt, that it is true. 
 
Sorry, but it is not clear where the typo is. In our text it is said: “the sum of the deviation times 

should approach zero in the infinite length limit”. As we understand in common parlance, this 

means that IDT approaches zero if number of deviations is large enough.  

 
 
Generally the question of close to zero IDT values was partly discussed above and here we add 

some following thoughts. Logically IDT should approach zero for random sequences, if n goes to 

infinity, and empirically for sequences closer to randomness we indeed get IDT closer to zero 

comparing to less random sequences. Presented in the revised version of manuscript new analysis 

and results obtained after reviewer’s remark confirm this statement.  Theoretical basics of IDT will 

be given in the next article in collaboration with our colleague Prof. Czechowski from Institute of 

Geophysics, Warsaw, Poland. Thus, in the present work we decided to be restricted by strong 

empirical argumentation on the certain data sets. As an example of sequences with different extent 

of randomness we used the series of color noise data sets. In general, there may be many different 

random sequences and the question about which out of these random sequence is “more random” 

and which is “less random” is not easy to answer. Therefore, according to our purpose (explained 

above) and to have strong arguments, why we regard some sequences as more and others as less 

random, in this research we used well known and accepted methods of complex data analysis like 

PSR, LZC, RQA and CMSE.  

Thus, as it is mentioned in the manuscript, we generated artificial noise data sets, which, 

as it was shown, are quantifiably different – i.e. represent different types of colored noises (in the 

revised version we consider 7 simulated data sets instead of 8 in the former version, as far as noise 

data set with   = 1.932 gave result very similar with   = 1.655). Here it is necessary to emphasize 

that in order to make the simulated data sets closer to a character of the temporal evolution of 

seismic process, we used the sequences of positive numbers.  

As we explained in the manuscript, as well as here above, we needed to have data sets with 

reasonable differences in the extent of regularity in order to find out, whether calculation of IDT 

may be sensitive to the dynamic changes taking place in the analyzed data sets. We agree with 

reviewer that, as far as we aimed to use IDT for seismic data sets, for method testing purpose, it 

was indeed more logical to consider also random process, which is often used by seismologists – 

Poisson process. In the present version of manuscript, we added results for Poisson processes with 

different lambda values, obtained by used methods. Results of analysis is described in the revised 

manuscript. From these results, we see that the conclusion drawn from a simulated noise data 

analysis, that more random process gives closer to zero IDT value, is correct for Poisson processes 



too. In other words, Poisson process and white noise look similar according to results of PSR, 

LZC, RQA and CMSE analysis. It is interesting that, by IDT results we see that Poisson process 

looks even more random than simulated data set, which is closest to a white noise.  

Only explanation of why reviewer 1 got IDT for Poisson process “by magnitudes larger 

than the values calculated for colored noise” is apparently connected with the procedure of 

norming. In order to avoid possible misunderstandings caused by different “time span of window”, 

IDT should be normed to “time span” (cumulative sum) values or compared to calculation 

accomplished for the same time span - in case of reviewers example, to IDT from the original 

catalogue.  

For further clarity, regarding IDT values for different noises, in the revised version we add 

pdf curves in Fig.6. For Poisson process, IDT results is not shown in this figure because it is close 

to white noise. 

 
 
 Let’s assume the earthquakes would follow a Poisson process (purely random), the time 
series that is defined by the deviation times (DT), will be still highly autocorrelated. E.g. 
P(DT(i)<0 | DT(i-1)<0) > 
P(DT(i)<0 | DT(i-1)>0) I calculated IDT for 100 Poisson processes with n=34020 events 
and an occurrence rate of 34020 / 22167178. The log value of absolute IDT/n was in 
92 cases above 8, which is by magnitudes larger than the values calculated for colored 
noise in figure 5.  
 
Once you generated Poisson data sets by the condition N=34020 span=22167178, it was more 

correct to compare the result with real seismic data sets, e.g. Fig.8 (IDT=-14611458375), from 

which we see that IDT of data set from the catalogue is about three orders of magnitude larger. 

We emphasize that in this case N and span of these data sets is similar and corrections for 

differences in the time span is not necessary. On the other hand, when we compare IDT of your 

Poisson sequences, with the results for color noises, it is necessary to make corrections because of 

the differences in the time span, i.e. you need to norm the IDT values to the “time span or range”, 

which is different for color noises and Poisson data sets. After norming you will see that from IDT 

point of view there is no difference between color noises and Poisson sequences (or Poisson 

process gives somehow smaller IDT values than color noises) and this is logical because we deal 

generally with random sequences, which may be just slightly different. 

 
 
In contrast, considering an equidistant time series (deterministic), DT 

will be zero for each time step and consequently IDT will be 0. 
As it was already explained we do not consider the case, when equidistantly distributed 

over given time interval data set is compared with the sequence of regularly distributed over the 

same time period markers, this has no sense. This is a prerequisite of the presented method that 

when it is possible (in the physical world it is practically always), the original sequence and 

sequence of time markers should follow different features of time evolution. Otherwise we got 

simply IDT=0 (at least statistically for the set of different time markers with the same distribution 

features). 

In this respect, we repeat the general idea of IDT here. We aimed to analyze the character 

of EQ time distribution and compare it with the sequences of markers that are distributed over the 



same time interval according to the predefined distributional features. We are working to develop 

an analysis tool based on this idea for different time marker sequences (with different distributional 

features) in our ongoing research. In the present work, in the frame of aforementioned general 

view, it was logical to start from the comparison of EQ catalog data with the sequence in which 

time markers are distributed regularly.  

 
 
In section 2 you explain several techniques for measuring regularity and show the results 
for applying those techniques to colored noise in section 3.1. This is a nice exercise, but 
I guess nothing new.  
 
We think that analysis of simulated data sets should not be regarded as a mere exercise, but viewed 

in the context of targeted research. Indeed, as we mentioned above, we needed to fulfill analysis 

on simulated complex data sets with predefined different extent of randomness. Only after such 

analysis and appropriate data selection, we could undoubtedly prove that IDT is able to discern 

and quantify the changes even in the case, when we deal with short data sets from a complex 

process. So, this analysis was a necessary part of research aimed to present and launch the new 

method of IDT. Besides, in our opinion, the results obtained from the careful analysis of different 

simulated random data sets, given compactly in one article, will be undoubtedly helpful for 

researchers from different fields for different testing purposes. 

 

 
What can you learn from those results and what do 
they tell you about the seismic time series in southern California?  
 
We mentioned above that analysis on simulated data sets was a necessary step to conclude that 

IDT is sensitive to dynamical changes in complex data sets and especially even in the case of short 

data sets. About conclusions on seismic process drawn from the IDT analysis we already described 

above. 

 
 
If you include these measures in your study, I would like to see them applied to the seismic 
time series. E.g. plot the power spectrum (figure 2) for the seismic data (which would be 
nice anyhow, to get a better impression about the real data) and plot the LZC, DET and 
CMSE values for the real data in figure 3 and 4. Regarding figure 5 you should also 
comment on the robustness of your results.  
 
In this work our interests are focused on dynamical changes occurred in small data sets (also 

obtained from seismic catalogue) and on the development of appropriate for this task analysis 

method. The reason why we needed to use IDT approach is given above where we explained that 

LZC, DET and CMSE are not developed for very short data sets used in our research (windows of 

100 data span). At the same time, we base our main conclusions on the results obtained for short 

data sets. Also, we should state again that we work with a specific process of time evolution of 

earthquake occurrences. In this case we deal with strong trend which usually complicate using of 

standard data analysis tools. Thus, we do not show results of LZC, DET and CMSE calculation 

for short and very short sequences. 



On the other hand, in order to somehow fulfill the reviewer's interest to the use of complex data 

analysis tools to seismic process, we present here calculations for the entire length data sets of 

interevent time sequences: LZC =0.71, %DET=35. 

 

 
Power spectrum of original (top) and shuffled (bottom) waiting times intervals sequence  

from the Southern Californian catalogue 1932-2013. (from Matcharashvili et al. Physica A, 

2015). 

 

 

 
 

CMSE values versus scale factor for interevent data sequences. 
 

All these results obtained for a whole catalog show just a trivial fact that we deal with a complex 

seismic process. For reliable quantification of dynamical changes in such processes, especially 

occurring on the small time scales, we need to use specially developed methods, e.g. like used here 

IDT test. 

 

 

Further, it would be helpful to provide some confidence 
intervals for IDT values of random processes. Actually, I am not sure, if you mix up 
things, since the IDT values I calculated for random processes are much higher. Do 
you calculate the sum/integral of deviation times from simulated noise data to regular 
time steps? Or do you calculate the sum/integral of the simulated noise data? Please, 
also check and comment on how comparable is the seismic time series to the simulated 
time series of colored noise. 
 

We thank reviewer for this comment. In the revised version we calculated IDT values for sliding 

windows of 1000 and 100 data and calculated averaged values. These sequences of IDT values 



calculated for 1000 and 100 data windows of simulated data sets then have been compared by 

paired sample t test and significant differences at p=0.01 have been demonstrated. This is 

mentioned in the revised version.  

Noise data sets consisted of positive values and thus generally did not contradict to the physical 

meaning of the time evolution in original data sets. Additionally, according to the reviewer’s 

suggestion, in the revised version we added also Poisson process data sets as far as this process is 

often used in the context of seismicity. 

 

 

In section 3.2 you generate randomized catalogues by shuffling the data, i.e. time and 
space locations and magnitudes (page. 7, line 20). I do not really understand, what 
you have done here. Since you do not consider space locations and magnitudes at 
that point of the paper, what is the effect of shuffling the data. The time steps do not 
change by shuffling, unless we have a different perception of the meaning of “shuffle”. 
Please be more precise here. Apparently the time steps did change in your shuffled 
catalogues, otherwise you would receive the same IDT value for all catalogues. What 
can we learn/conclude from the consideration of the shuffled time series? It is not 
surprising that a randomized time series behaves more random, than a time series 
with interdependencies between the events. 
 

As it is said in the revised version, in order to see whether obtained from the original catalogue 

IDT value is the characteristic of time distribution of natural seismic process or is caused by 

unknown random effects we started to calculate IDT values for the set of randomized catalogues. 

Such comparisons are often used in the context of surrogate data testing in complex data analysis.  

In these artificial catalogues the original time structure of the southern Californian earthquakes 

distribution was preliminary destroyed. More precisely, the occurrence time of the original events 

has been randomly shuffled (i.e. earthquakes’ time locations have been randomly changed over 

the more than 42 year of considered period). We have generated 150 of such randomized 

catalogues and for each of them, IDT values have been calculated for the whole catalogue time 

span (what was the same as for the original catalogue). Thus, to generate randomized catalogues, 

we used other method distinct from just shuffling of interevent times. We regret that in the former 

version of manuscript by mistake it was said that randomization was accomplished in the time, 

space and energetic domains, which we plan to do in the next works. Randomization based on 

randomly rearranged occurrence times of earthquakes in the original catalogue was described also 

in Matcharashvili et al. Physica A 2015. 

 

 

What can we conclude from comparing the number of events prior (EQp) with those 
after (EQa) the regular time steps? Is the observed behavior typical for any kind of time 
series (low/high frequency noise, tendency to cluster, : : :)?  
 

In the present version we consider the differences in the number of earthquakes occurred for the 

entire observation time, prior and after of the corresponding regular markers. We also decided to 

carry out additional calculation of summary deviation times separately for each of these groups. 

The sum of deviation times, normed to the number of corresponding earthquakes prior or after 

regular markers are essentially smaller in the case of randomized catalogues than for original 



catalogue. Though this again confirms that in the case of random sequence IDT is closer to zero 

but finally we agreed with reviewer and decided that in revised version there is no need in such 

additional arguments. 

 

 

In figure 8 it looks like 
the fraction of EQp to EQa is quite random and could be completely different for similar 
seismic behavior (e.g. considering earthquakes from 1950 to 1975). 
 

In Fig. 8a of the revised version, we show just an example of the variation of portion of earthquakes 

occurred prior (grey) and after (black) regular markers for the observation windows. It is clear that 

this picture will be changed for other time periods (catalogue time span) or areas of location. 

 

 

The results shown in figure 8 and 9 are not very surprising, Since earthquakes tend 
to cluster around main shocks (especially after large earthquakes, a large number of 
aftershock follows). Consequently at times of low seismicity the time steps between 
EQs are larger and the EQs will tend to occur after the regular time steps, which leads 
to negative DT values (if DT(i) = T_R(i) – T_EQ(i)) and decreasing IDT.  
 
In our opinion, IDT will not always decrease when the number of earthquakes decrease at relatively 

seismically quite periods. This will depend on the distribution of events relative to regular markers. 

More expectable seems that when the number of events (which are functionally connected with 

independent main shocks) decreases, the probability that these events will be more or less 

symmetrically distributed on both sides of regular markers will be larger, than in the case of 

functionally strongly connected (correlated)  events. In the last case, asymmetric (relative to 

regular markers) distribution seems to be more probable. This looks quite logical at least because 

time intervals between less interconnected earthquakes should be statistically larger than that for 

correlated events. 

 
At times of 
high seismicity (especially after large earthquake) the time steps between the EQs 
become shorter and EQs will tend to occur prior to the regular time steps, which leads 
to positive DT values and increasing IDT. 
 

I guess here negative DT and decreasing IDT is meant.  

We underline that, here and above, we do not question a trivial fact that time steps between 

EQs at lower seismicity rate may be longer and that time steps between aftershocks of large 

earthquakes would be apparently shorter. What we show is that time distribution of earthquakes at 

lower seismicity is more random than for aftershock activity after strong events. This is quite 

logical that time evolution of functionally dependent from the main shock aftershocks will be more 

deterministic- regular, than those not strongly connected with other events. Main result of our work 

is that now we clearly show that this logical conclusion can be proven quantitatively.     

 
 I would need a more in depth analysis and 
interpretation of the results, to get any new information. For example, I would like to see 



the calculation of the other regularity measures introduced section 2 on the real data 
set and a comparision with IDT values. 
 
New in this work are two things. First - a demonstration that such a simple statistics like presented 

here may be useful for complex processes analysis like time evolution of seismic process. Second 

- the quantitative documentation that the regularity of the time distribution of earthquakes is 

changing over time and that it is more regular at lower seismic activity than in periods of strong 

earthquakes occurrences. To our knowledge this is indeed new information. We’d appreciate if the 

reviewer can suggest references with direct indication of such kind. 

Presented analysis is so simple that it can be critically tested by anyone with basic knowledge in 

statistics (if analysis will be done correctly).  As for using standard methods for time distribution 

of earthquakes we state again that there are two reasons why we did not show results of such 

analysis. First is the quality of seismic data sets and inappropriateness of these methods for very 

short sequences. Second is specificity of used time evolution of earthquakes as data sets. It is really 

not easy to imagine how for such data, with strong trends, methods of complex data analysis can 

be used unless these data preliminary will be somehow handled (noise reduction, filtering, etc.). 

But all such procedures will destroy original dynamics of seismic process what we would like to 

avoid. On the other hand, if we go to the interevent sequences as logical alternative of data sets in 

the context of time distribution analysis, then we should realize that this is not the same as real 

time evolution of process. Knowing that such problems may arise we, in the first part of 

manuscript, tried to analyze effectiveness of method for the set of carefully simulated and tested 

data sets with known and quantified changes in dynamical structure.  

 

 
 Also you should consider to apply your method 
on earthquake catalogues of different regions. Considering the results presented in 
that paper, I have no idea what to expect. I might get a better understanding of the 
presented IDT approach, if results from other catalogues are compared to the southern 
California results. You might also study the behavior of IDT in periods of induced 
seismicity (e.g. Oklahoma). 
 

We definitely have such plans to do analysis on different catalogues in the frame of our future 

works but do not want to make present article too large. Here we mostly care to present method 

on the example of trustworthy catalogue and discuss new results on earthquakes time distribution 

in California. 

 

Some statements would need a statistic test/proof to be more than a subjective 
judgement. 
E.g. page 9, line 6-7: “lower IDT value corresponds to period with decreased 
sesimic activity”.  
 
Apparently, the reviewer means the sentence on page 13, when we comment results presented in 

Fig. 10 and 11. We again state that in these figures grey vertical lines cross Log E curve exactly at 

points where in most cases seismic energy release decreases by about two orders comparing to 

observed maximums of energy release. The only way to do statistical analysis for this kind of data 

sets is to compare them with the time evolution and energy release in the randomized catalogues. 



In the present version we mention about significant difference between original and time 

randomized cases. 

 
 
In figure 9, the IDT values around M6.4 and M7.2 as well as in figure 
10 the IDT values around M6.6, M7.3 and M7.2 are quite small compared to the other 
IDT values.  
 
Indeed, according to our results at decreased energy release, IDT values are smaller. 

 
In fact, large earthquakes are rather close to local minima of IDT values. 
Page 10, line 11-13: “close to zero values of IDT can be regarded as random”. This 
needs to be proofed.  
 
In order to prove the fact that “close to zero values of IDT can be regarded as random” we present 

results in the section 3.1 “Analysis of model data sets” as well as in next section. All this  in our 

opinion is convincing. 

 
 
“[: : :] they occur in periods of decresed seismic energy release” 
This seems to be subjective perception. It is hard to see, but e.g. the energy release 
for the first and third point is not that small.  
 
We are grateful for this remark. We are sorry for mistake in legends of figures 9-11 in the former 

version of manuscript. Indeed, it is much more correct to say that the amount of the seismic energy 

released by the last 10 events of expanding windows decreased; this is shown in the lower curve 

of Fig.9.  
So, the situation in Figs. 9, 10 and 11, indeed looks confusing as far as from one side we present 

IDT values calculated for expanding windows and on the other side we show seismic energy which 

is calculated for just the last 10 earthquakes in each expanding windows. It can be assumed that 

the solution for better visibility here is to come back to the form of energy release presentation like 

in Fig.8 (where IDT and energy are calculated for the same windows), but in this case we do not 

see fine structure of changes in energy release against the background of the summary amount 

(over the whole window) of the energy release. This is why we finally decided that the present 

form of Figs. 9.10 and 11 is more informative in the sense of better visibility of location of 

windows, in which the amount of released seismic energy  tends to decrease and the process of 

earthquakes distribution become more random (in the sense already shown for simulated data sets 

and randomized catalogues) - the curve of IDT values cross the x axis. To make situation more 

convincing and in order to test results obtained for expanded windows, we accomplished additional 

analysis for the fixed length data windows. In Figs 12 and 13, energy and IDT values are calculated 

in the same size (100 data) windows. Results obtained for both fixed size and expanded windows 

shows that decrease in the local amount of seismic energy occurs in windows where IDTs are 

closer to zero, comparing to other windows. 

 
 



I agree, that the very small IDT values do not coincide with the large earthquakes, but the 
chance of coincidence is also quite 
small. 
It is a good idea to compare the behavior of time series with different threshold 
magnitudes. 
To include more observations for larger magnitudes, you should consider to 
increase the considered time span. Since larger earthquakes are easier to detect, time 
series that start before 1975 can be considered (again, refer to magnitude of 
completeness). 
 
We give the above explanation why a certain catalogue from 1975 to 2017 is used at M2.6 

representative threshold. This catalogue is in complete accordance with our goals in the present 

research. Anyway, in order to express our gratitude to the reviewers hard work to improve present 

manuscript, we present here results of our analysis for the south Californian catalogue from 1932 

to 2017 at representative threshold M3.5. It is clearly visible that the main conclusions from used 

catalogue (M2.6) are confirmed for longer time period and higher threshold values. IDT values in 

the range from 0.1 to zero were found in the periods with relatively low (two- three orders lower 

than observed maximums) seismic energy release. At the same time, in the present work we do 

not intend to highlight these similar results, which definitely would be discussed in our next work 

in the near future. 

 
Fig. 5. 

Calculated for the non-overlapping 100 data windows (shifted by 100 data), integral deviation 

times and the released seismic energies (bottom curve). IDT values in vicinity of 0.1 to zero, 

are given by red squares. South Californian catalogue 1932-2017, M3.5. 

 



 

 

 

Minor issues: 
You should define DT(i). DT(i) = T_EQ(i) – T_R(i) or DT(i) = T_R(i) - T_EQ(i) 
Please use scientific format (x*10ˆn) for your numbers. It is quite cumbersome to count 
the number of digits to be able to compare the provided numbers. 
 
Figure 6: It would be more intuitive to plot a histogram for frequencies, instead of a 

continuous function. Otherwise explain the meaning of the dots and how you derive 
the function. 
 

We changed Fig. 6 according to the reviewer’s suggestion. Also, we omitted former Fig.7, and 

added PDF of normed to the window duration time IDT values calculated for consecutive 100 data 

windows of simulated noise data sequences, shifted by 100, which in our opinion is more 

informative. 

 

Figure 7: Please use a Y-axis starting with 0. Also, please use intuitive x labels (e.g. 
SDTa and SDTp). 
  Done. 

 

You should comment on how you determine the energy release and what is the energy 
release (relation to magnitude).  
 

We give now reference according to which seismic energy was calculated from magnitudes 

[Kanamori,1977]. 
 

 

Figure 9: Why do you highlight the points where the IDT curve crosses the abscissa 
axis? What is the meaning of these points? 
 
We just wanted to make better visible for readers location of crossing points (i.e. situation when 

IDT comes closer to zero). 

 

 

When considering shortened time series (e.g. figure 9 – 11), you should take care 
to also adapt the regular time series to the length and rate of the corresponding time 
series (otherwise you change your definition of IDT). 
 

We agree with the reviewer about importance of norming. Anyway, in this case, we are mostly 

interested in the question, whether and when IDT comes closer to zero, what (in this case) is not 

influenced by the norming procedure. 

 

Page 14, line 7-9: It is very natural that a fraction of points is within one tens of the 
standard deviation.  
 



Most importantly, these points (IDT values) correspond to windows with lower release of seismic 

energy.   
 

Language should be improved. Especially, sentences starting with “Exactly” should be 
replaced with something like “To be (more) specific/precise”, “In detail”, ... 
Interactive comment on Nonlin. Processes Geophys. Discuss., 
https://doi.org/10.5194/npg2017-77, 
2018. 
 

 

 


