
Feature-based data assimilation in geophysics – response to
reviewers

Matthias Morzfeld, Jesse Adams, Spencer Lunderman, and Rafael Orozco

We thank all three reviewers for their careful and insightful comments. Our manuscript was greatly
improved by incorporating your comments. You can find detailed responses to each of your com-
ments below. We also attach a document that contains all changes we made during this revision
process. We find this version unreadable and also attach the revised manuscript without highlight-
ing the changes we made.

Response to Reviewer 1

Specific comments

1. p1, L24. The “or vice versa” part of the sentence implies that data assimilation may be
infeasible when the data have a lower dimension than the model. I don?t understand how this
could be. Indeed, this is one of the situations in which it has just been said (L22-23) that
conventional data assimilation is not required.

You are right, we removed the “vice versa” part. It is possible (in principle) that a model be
higher-dimensional than data, but we do not discuss this case here (see also comment 3 of
Reviewer 2).

2. p4, L2; p6, L27. When the likelihood is expressed in terms of the noise pdf, the noise pdf
should be conditioned on θ too. Thus the first case should be written l(z|θ) = pε(z−M(θ)|θ).
You are right, we corrected this error.

3. p4, L4-5. I dispute that all types of prior information can be represented by a probability dis-
tribution. In particular, I disagree that knowledge of just lower or upper bounds (or both) can
be so represented. However, I agree that in some cases prior information can be represented
by a probability distribution, and in those cases the framework of the paper makes sense.

Following on from the previous point, the paper lacks justification for its choice of priors. This
doesn’t matter too much in the artificial examples (Examples 1 and 4), but in the examples
with real data (Examples 2 and 3) the priors need to be justified if the results are to tell us
anything about reality.

You are right, our claim is too strong and we softened our statement. Bounds on parameters
can be incorporated by assuming uniform distributions over parameters.

We also revised the manuscript to emphasize the importance of priors. Throughout the
examples with “real data”, we use what we believe are appropriate priors. For example 2, we
have essentially no prior information about the parameters and hence chose a uniform prior
(we made this more explicit in our revision). For example 3, the “first” prior (150 Myr ago)
is quickly forgotten and all subsequent priors in this sequential problem are based on results
from the previous data assimilation(s). This is typical in particle filtering.

4. p4, L30-31. On my first reading I didn’t understand how F (θ) could be a random variable. It
would help the reader to include an brief explanation of how this can arise.

We revised this part of the manuscript, extended our description and present examples of
“random” F ’s.

1



5. p7, L7-8. Rf is not the sample covariance unless f is the sample mean.

You are right, we corrected this error.

Specific comments on example 1

1. There is no statement about the initial conditions of the experiment. What were they?

The initial conditions are x(0) = 0, dx/dt = 0. We included the initial conditions in the
revised manuscript.

2. p10. There is inconsistency over whether there is a data point at time 0. The formulae at L11
and L13 imply that there is not, as does L9 in referring to M as the number of data points.
On the other hand, a data point at time 0 is shown in L12. On p11, Figure 1 shows a data
point at time 0, but L1 of the caption implies that there is not one.

There is a data point at time t = 0. We corrected errors arising from us being imprecise
throughout this section.

3. p10, L11. Is the variance of vi really 1? It looks much smaller in Figure 1.

You are right, this is a typo. The variance is r = 0.001. We checked our code and the code
is consistent.

4. p11, Figure 1, caption L1-2. The curves plotted are trajectories, not samples from the prior
distribution of the parameters p(θ|z). This affects L4 too.

You are right, we corrected this error.

5. p11, L9. What is varied randomly in each experiment? The parameters? The initial condi-
tions? Observation noise? Anything else?

Only the observation noise was varied in each experiment. We clarified this in our revision.

6. p11, L9 says there were 100 experiments, but the caption of Figure 1 says there were 1000.

We did 1000 experiments and corrected the typo in our revision.

7. Figure 1 shows the mean of the KL divergence, but what about the spread? Conclusions such
as p12, L2-3 would be ruined if the spread were much larger at M=100 than at M=500.

We included the spread (two standard deviation error bars) in our revision. We computed a
“small” spread and thus are reassured that our conclusions are valid.

Specific comments on example 2

As well as the aforementioned need to justify the prior, the choice of a unit covariance matrix in
the observation noise (p13, L23) and the choice of covariance matrix in initialising the ensemble
of walkers (p13, L30) need to be justified. Without these justifications it’s not clear how (if at all)
the results are connected to reality

We clarified our choice of prior. We also clarified that the choice of the initial ensemble is not
crucial if we generate a Markov Chain that is “long enough”. We experimented with several initial
ensembles for our ensemble sampler and found that the choice of initial ensemble is not crucial.
This is in fact one of the strengths of the affine invariant ensemble method.
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Specific comments on example 3

1. p15, L18 to p16, L1 and Figure 4. Is the MCD for B13 really the same as observed over the
past 30 Myrs? It looks much longer to me.

No, MCD for B13 is not the same as observed over the past 30 Myr. We state that the
MCD is “comparable”. The MCDs being on the “same order of magnitude” however is more
accurate and we use this formulation in our revision.

2. p16, L17. Are there really 150 values of MCD? If there are, the averaging windows must have
been truncated at one end or the other. How was this done? It looks from Figure 5 that there
are only 140 values (stopping 140 Myr ago).

You are right, our presentation is sloppy here. There are 157.5 Myr of data, averaging (always
from past to present) over 10 Myr leads to 149 MCD. We clarified this in the revision and
also changed figure captions and labels. Thank you for pointing this out and for the careful
counting.

3. p17, L4-5. What is the origin of t? It cannot be the present (as in Figure 5) if k in fk is to
be positive. Does θk apply to the interval before or the interval after k.1Myr?

You are right, our presentation is sloppy here. We revised our indexing and expanded the
explanations.

4. p17, L11. I assume that θk is kept constant throughout the simulation. It would be useful to
mention this here. What are the initial conditions of the simulation?

Yes, θ is constant during these simulations and we stated this explicitly in our revision. The
initial condition for all simulations is x(0) = 0 and we state that in our revision as well.

5. p17, L11-12. The part of the sentence after “and” seems wrong. My understanding is that a
single MCD is computed for the simulation, but this part implies that a sequence of values is
calculated using a sliding window.

You are right, our presentation was confusing here. We clarified this issue in our revision.

6. p18, L3-4. 100 simulations for each grid point or in total? (And if the latter, how were the
simulations distributed about grid points?)

We did 100 simulations per grid point.

7. p18, Figure 6. Why is the θ grid different for the two curves? What do the small circles on
the orange curve represent?

The θ grid is chosen to cover (roughly) the same values of corresponding MCDs (or features
f). We chose a slightly finer grid for the P09 model because simulations with this model are
quicker.

8. p18, L15-16. The standard deviation should be a function of θk, not of fk. The relevant pdf
of ηk is the one conditioned on θk (see note on p4, L2; p6, L27). Substituting a standard
deviation that is a function of fk into the formula for a Gaussian pdf gives something that
is the pdf of a Gaussian random variable when fk is held fixed, but when θk is held fixed it
might not even be a valid pdf.

We disagree. It is common to adjust error variances based on how large a measured quantity
is and this is the approach we use here. Note that f is fixed in a posterior distribution.
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9. p18, L17-18; p19, L5-6. What are the justifications for these priors? They will need to be
justified if the intention is to draw conclusions about physical reality.

You are right, variances in our priors are not sufficiently justified. The prior variance at the
first step however is quickly “forgotten” in our sequential set up. The prior variance at all
subsequent steps is chosen to have a mildly regularizing effect. We considered several values
for these variances and did not observe major differences in our results. Once we use our
approach to draw conclusions about the history of Earth’s core, we will revise and refine our
choices. In this paper, we want to demonstrate how to use the feature-based approach and
show that it can be successful in real problems with real data. We believe that our choices of
priors are reasonable for these purposes.

Specific comments on example 4

1. p20, L3-4. How is θ determined for these integrations of the KS equation?

We describe our simulation/likelihood procedure for a given θ. We revised the manuscript
and explained this in more detail.

2. p20, L4. Over what range are the Fourier coefficients uniformly distributed?

Each Fourier coefficient is drawn from a uniform distribution on [0, 1].

3. p21, L1-2. How is θ determined for these integrations of the KS equation?

As above, we describe our simulation/likelihood procedure for a given θ. We revised the
manuscript and explained this in more detail.

4. p22, L17. Are these snapshots obtained in the same way as at p21, L1-4 or in some other
way?

These snapshots are obtained in the same way. We added a clarification in our revision.

5. p23, L15. Even when it is restricted to be diagonal, R is not merely a scaling factor. The
ratio of the diagonal elements determines which of the two components of the feature has to
be matched most closely, and this can have a large effect on θ.

You are right. We explained our choice of R in more detail in our revision.

6. p23, L16. As in my comments on Example 3, R should be a function of θ, not of f.

R is actually a constant as stated in the revised manuscript.

7. p23, L20 onwards. Like, I suspect, most of the potential readership I’m unfamiliar with global
Bayesian optimization and need a few more details to understand, even in outline, what is
going on. I list specific points below. It would also be useful if the paper gave additional
references for the method to increase the chance that at least one of them is in the library.

We revised the manuscript to provide a bit more detail about Bayesian optimization. We are
unable to provide full detail due to length restrictions (and because our paper is not about
Bayesian optimization). We agree with you that this is unsatisfactory, however we use a
variety of numerical methods and none of them are explained in detail. Our point is that
our (conceptual) approach is flexible and can be used with a variety of methods. The paper
is understandable when thinking of some numerical methods as “black box algorithms” that
can be used to solve a given problem. If a reader is unfamiliar with a particular method,
e.g., global optimization, affine invariance ensemble MCMC, but wants to learn more, then
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we have to use references or else our paper will be long and unreadable. The reference we
cite for Bayesian optimization is in the arxiv (arxiv.org) and free to access for everyone:
https://arxiv.org/abs/1506.01349 No need to visit any library.

Technical corrections

We corrected all “technical corrections” (typos, grammar issues, repeated words etc.). We also
revised our use of k in three ways. Thank you for bringing all these issues to our attention.
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Response to Reviewer 2

Specific comments

1. Writing style needs to be improved in some parts of the manuscript. The phrase “model output
and data” or the words “model” and “data” are repeatedly used through- out the text. This
makes sense, since they are the central themes of this paper. However, some sentences could
be rephrased to avoid repetition and thus continue to engage the reader. Only some of the
typos and grammatical deficiencies encountered were included in the “Technical Corrections”
section.

Thank you for helping us improve our writing style. We made all technical corrections you
asked for and also made an effort to improve our writing abilities and revise the manuscript.
We feel that writing style is less important than documenting relevant scientific/mathematical
results.

2. P1, L5: Clarify this statement “assimilate data of a complex-system into a lower-dimensional
model.” In data assimilation problems, the most common scenario is to have a model state
with dimensions much larger than those of an observation vector. Can you provide a few
examples in the text rather than pointing the reader directly to some references.

We are a bit puzzled by this comment. Line 5 is in the abstract, we do not provide references.
We believe you are addressing p1. L25. We include specific examples in our revision and agree
with you that this is more to the point than just providing references.

3. Please, elaborate on the applicability of “feature-based DA” when assimilating data into higher-
dimensional models (e.g. coupled atmosphere-chemistry or coupled atmosphere-ocean numer-
ical models)? See the work by Yablonski and Ginis, 2007 for reference.

We exclude this case in our paper and focus on the three scenarios we describe in section 3.3.
However, you are right that this scenario (assimilating data into models that are higher-
dimensional than the data) is important and we mention this in our revision. We also cite the
suggested reference, which is relevant and which we were unaware of. Thank you for bringing
this work to our attention.

4. P9, L10: Explain what is meant by “different scales” are you referring to time or space?

Both scales, spatial and temporal, could be different. We clarify this in our revision.

5. P13, L34: Provide an explanation to the strong correlation between the parameters, but not
so much to the initial conditions. Also, did you evaluate correlations between pairs of param-
eters?

We do not have an explanation for the weak correlation between parameters and initial
conditions. This is something that the algorithm discovered for us. For the purposes of this
paper, we are not so much interested in the implications of our results, but in producing
results with our proposed numerical and computational framework. To be sure, we obtain
very similar strong/weak correlations with the classical approach and this is the main point
of this example. We made an effort to clarify all this in our revision.

6. P14, L4-9: Further clarify the differences on the trajectories for the Here and Lynx popula-
tions. Is the model evaluated at each cycle-step, whereas the data are cumulative? Why is
this a limitation? In general data assimilation problems, better fits to the observations are
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found by assimilating continuous data and not just data at a given cycle. What limitations
in LV model would lead to such different behavior on the trajectories of those critters.

We apply data assimilation only to a small part of the Lynx-Hare data set because the data
oscillates with time-varying amplitudes. The Lotka-Volterra (LV) equations are incapable
of such oscillations (LV amplitude is fixed). It is known that the LV model has limitations
and the fixed amplitude of oscillations is one of these limitations. As stated above, and
as emphasized in the revision, we use the LV model and the Lynx-Hare data merely as a
demonstration of the robustness of our approach. In fact, this problem is simple enough to
solve with the “standard” data assimilation approach and we emphasize this point as well.
This issue was also brought up by Reviewer 1.

7. P16, L16-19: What are the advantages of using an “averaging window”? Is it possible that
trying to find an optimal multiplicative parameter through minimization of a variational cost
function would produce better results? Did you consider this approach as an alternative to
particle filters?

8. The advantage of a feature (in this example, an averaging window) is that the feature-based
approach makes the problem easier to solve. The “raw data” are the sign of the variable
of the SDE. Noise modeling is hard for this type of observation (what is the meaning of
“noise” added to a “plus sign”?). We have not tried a variational approach in part because
the cost-function is not easy to derive for this observation (the sign of a quantity).

Technical corrections

We corrected all “technical corrections” (typos, grammar issues, repeated words etc.). We have
also revised how we label our figure and sub-figures. Thank you for bringing all these issues to our
attention.
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Response to Reviewer 3

Specific comments

1. I would like to see a few more sentences of interpretation, intuition or speculation introduced
on the feature-based noise model, for instance discussing the Gaussian assumption made in the
perturbed observations approach, or the nonGaussian precursor to the feature likelihood (5). I
think for the former case that the Gaussian assumption is mostly a modeling construct ? but
some intuition suggests that if the feature is appropriate to the parameters and the parameters
are not redundant in their effect, then the likelihood function is probably unimodal, and in this
case the Gaussian assumption might not be so bad. Is this intuition correct?

Yes, you are correct. We added a clarification of these issues in our revision. Thank you for
bringing this to our attention.

2. For evaluating (5), I wonder if a particle-based approach could represent the likelihood in more
fidelity. In this case, also using a particle-based approach for the prior, would one require an
ensemble of particles to represent the likelihood for each particle in the prior? Can this possibly
be constructed as a Rao-Blackwellized particle filter?

These are very interesting ideas which we can consider in the future (perhaps with your help).
We feel that a detailed investigation of how to evaluate (5) is out of the scope of this paper
(which advocates for replacing (5) by another equation).

3. Everything I am asking for is speculative ? because I feel some speculation is called for.
Let me emphasize that I do not necessarily want each of the above questions to be answered
definitively ? that would use a great deal of space. I would, however, like to hear more of
the authors? opinions on the viability of alternate approaches, and realistic appraisals of the
current approach.

Some of us spent a lot of time on studying limitations of particle filters (PF). While we have
not investigated how feasible PFs are for evaluating/modeling equation (5), we are aware
of several computational difficulties that can arise when applying PFs in high-dimensional
settings. In such cases, building a PF for (5) can become a major computational task. It is
difficult to anticipate (speculate) about whether or not this is feasible in some cases, or if it can
be competitive with our proposed feature-based approach. We believe that making general
statements is out of reach because PFs (and their limitations) and the feature-based approach
are not understood well enough. We feel that speculating on some specific examples is not
a good idea for a team of young scientists like us and, for that reason, hesitate to speculate
in the manuscript. We believe that our four examples allow for some speculation, but this
speculation should be done by the reader. We will certainly test our approach more often
and plan to report on future success (and failures) in the near future.

4. P2, line 8-11: From P1 “The likelihood connects the model and its parameters to the data,
and is often based on the mismatch of model output and data. A typical example is the squared
two-norm of the difference of model output and data.” I would then expect that feature-based
data assimilation would entail extracting features from both, model output and data. I think
it is clear that this is done in section 4.1. But lines 8-11 on P2 make it sound like one only
extracts features from the data.

You are right, our presentation was imprecise here. We addressed your comment and clarified
in our revision that the model also produces the feature.
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5. P7: the noise model for the features is constructed by studying perturbations of the observa-
tions in a manner similar to the EnKF. It might be useful to note that the number of perturbed
data Nz will be limited by computational power to depend on the number of observations and
the complexity of the feature extraction algorithm, and that as in the EnKF the rank of the
extracted covariance matrix will depend on Nz.

You are absolutely right. We included a discussion about the rank of the covariance and
possible computational limitations in our revision.

6. P7, line 16: a comment on the (non)Gaussianity of the distribution of singular vectors would
be welcome, if anything is known, given that SVD is a common method for extracting features
or summary statistics.

We are unaware of any general results about distributions of singular vectors.

7. I think some extra care needs to be taken when defining the cases and effective dimension
on p8. These are referred to extensively on p9 and I think the discussion is unnecessarily
hard to follow. P8: Case (ii) is simply ?several aspects of the data are neglected? but what is
really meant (I think) is that several important or information carrying aspects of the data are
neglected, in order to contrast with case (i). I will proceed assuming this is the case; even if
I am incorrect, I think a later paragraph (P9, line 11, see below) will need careful rephrasing.

You are correct – the main point of case (ii) is to actually neglect data, not to “just” represent
it more effectively (case (i)). This comes up in several of your comments. We revised the
whole section to properly address your comment and hope that our revised presentation is
more clear. We also preview one of our main conclusions, i.e., that the feature-based approach
is computationally advantageous only if some aspects of the data are neglected.

8. P8: line 39 defines an “effective” dimension, but line 33 appears to me to refer to the same
object as “intrinsic” dimension, which I see is the term used in the reference Agapiou et al.

Definitions and concepts of effective/intrinsic dimensions are not well established in the cur-
rent literature. There are several effective dimensions and some of them are called “effec-
tive dimension”, some “intrinsic dimension” (see Agapiou et al., section 3.2 and Chorin and
Morzfeld 2013). We mean “effective dimension” throughout the manuscript and fixed this
issue in the manuscript.

9. P8, final line: “Intuitively, the more information the data contains about the parameters, the
harder is the problem.” This sentence is very confusing on the first several readings. Suppose
the data consist of perfect recordings of the model parameters – then the DA problem is easy. I
sup- pose this is a way to describe situations in which e.g. the likelihood is narrow and/or has
little intersection with the prior, among many other pathological scenarios for DA schemes –
but it is worth remembering that for someone unfamiliar with DA, the idea that problems arise
from having very informative data is not intuitive at all but instead extremely unintuitive.

You are right, what is intuitive for us is not intuitive for everybody. We are used to thinking
about effective dimension and using the definition of effective dimension in section 3.3 (see
above comment and response) the statement “the more information the data contains about
the parameters, the harder is the problem” is intuitive. We made an effort to revise the
manuscript to explain this more carefully so that this section is easier to follow.

10. P9, line 11: “In case (ii) however, the feature changes the posterior distribution and, hence,
the effective dimension. Since the feature neglects several aspects of the data, assimilating the
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feature will introduce a more gradual change from prior to posterior distribution than if all
data are used. Thus, the feature-based approach reduces the effective dimension of the problem.
For chaotic systems, this reduction in effective dimension can be so dramatic that the original
problem is infeasible, while a feature-based approach becomes feasible, see Hakkarainen et al.
(2012); Haario et al. 10 (2015); Maclean et al. (2017) and section 4.4.”

I think the middle sentence must be incorrect, and I am skeptical about the third. If assimi-
lating the feature always leads to a more gradual progression from prior to posterior (from the
second sentence), and if this is the main source of the reduction in effective dimension, then
how could feature DA be feasible in scenarios when the original problem is infeasible (from
the third)? I think what is missing is that the computational cost of these schemes falls if the
feature is lower dimensional than the data. The loose definition of case(ii) trips us up again
here – it should be made clear that some useful data is being thrown out. Second, I find that
case (ii) is not established clearly enough later on in Sec 4.4. Some more care should be taken
to discuss whether information, and what information, is being lost or not in the numerical
example considered. I bring this point up again later but it is crucial for the discussion here
that it be addressed.

You are right. When dimensionality of the data is low, the computational requirements are
also low. This is what “effective dimension” tells us. We have already responded to criticism
of the lose definition of case (ii) above and we hope that all these important points are easier
to understand in our revised version. We completely re-wrote and re-structured section 3.3.
Thank you for helping us making our points more clearly and more concisely.

11. P13: While examples 1,3,4 are well justified, there is not really a need to use features to
resolve the LV DA problem in 4.2. This is mentioned in for instance the conclusion, but I
would appreciate a motivating note at the opening of 4.2, informing the reader that this is a
demonstration of the feature method in case (i).

You are right, we clarified this in our revision and added a sentence that highlights that this
example is for demonstration purposes only, “classical DA” is not out of reach here.

12. P20-21: I suggest figure 8 come before figure 7, and be referred to on line 7 on p19 as
“our results”. Figure 8 clearly shows the improvement in the models over the poor initial
representations in figure 4, while figure 7 is an evaluation in feature space. If at all possible,
the horizontal axis of figure 4 should be extended out to -150 Myr to match the scale of figure 8.

We do not feel strongly about this, but prefer the order we have. “Our results” really are
in feature space. Figure 8 is only indicative of what the feature-space results provide. It is
one stochastic simulation, other simulations, using different random number generator seeds,
will lead to different trajectories (but all trajectories have similar MCD variation). The issue
with the time axis was also brought up by Reviewer 1 and we fixed these issues.

13. P22: The feature is well chosen to capture the influence of the parameter. What information
is lost by choosing to use the feature? Can one show that the feature chosen is not a sufficient
statistic, even by a heuristic argument? Again this comment harks back to my old complaints
about case (i) vs case (ii).

The information that is “lost” is that the feature-based approach does not yield trajectories
that match the data point-wise. A point-wise match would require estimating initial condi-
tions, which is difficult. We added some sentences to clarify and highlight this. We hope that
our revisiosn in section 4.4 in combination with our re-worked section 3.3 are effective and
address your concerns.
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14. P25: “The feature-based approach reduces computational requirements only if we truly reduce
the dimension of the data by focussing only on some of the features of the data.” I think this
is a useful comment and in some ways the focus on effective dimension is unfortunate because
it obscures this component of the discussion. I wish a comment like this appeared more clearly
back on P8.

Thank you for pointing this out. We emphasized this point early on in our revised manuscript.
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