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 Dear Editor Ilya Zaliapin, 
 
 Please find below my answer to your latest comment. I hope that by the few 
minor changes made, I correctly addressed the raised issue. 
 
 Sincerely, 
 
        Arnaud Mignan 
Editor’s comments 

Comments to the Author: 
I would like to thank the author for the next round of revisions, which further improved the 
readability of the paper. The revised version reveals a methodological issue that needs to 
be clarified.  
 
It is stated in ll. 71-72 (marked version of the paper) that “The aim of the present article is 
to explain the Utsu aftershock productivity equation”. At the moment is it not clear, 
however, how the derivations of Section 2.1 can explain the Utsu law and why the SSP is 
important here. Specifically, my understanding is that Eq. (12) is the final suggested 
explanation for the Utsu law. Furthermore, only a part of this equation — I mean S(M) in 
some power — is used to explain the Utsu law. I list here the assumptions used to derive 
Eq. (12): (i) rupture surface area S(M) scales with event magnitude, (ii) there exist a 
connected region around the mainshock rupture that accommodates the aftershocks 
(aftershock solid), and (iii) large EQs rupture the seismogenic layer, while small ones 
develop in a volume. The key equations that gives the sought result are: r(M) ~ 
S(M)^alpha (alpha=1/2 or 0 depending on the mainshock size) and V(M) ~ r(M)S(M).  
 
If my understanding is correct, the role of the SSP remains unclear. One can make 
multiple alternative assumptions regarding the intensity of events, and arrive at a similar 
scaling, which follows from straightforward geometric considerations and scaling of the 
surface area with magnitude. In other words, the presented derivations show that the SPP 
does not contradict the Utsu law, and can suggest a particular parameterization for the 
law’s constants. This is different from “explaining” the law. Accordingly, it is important to 
justify the necessity of SPP in the presented derivations and separate the routine 
calculation of parameters (constants) from the derivation of the main scaling part of the 
equation.  
 
The above issue can be readily addressed by removing the claims that SPP explains the 
Utsu law, and presenting SPP as a particular parameterization for this and other empirical 
regularities. 
 
 
I modified the text accordingly, as follows: 
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Line 14: “We explain this law based on the SSP” changed to “We parameterize this 
law using the SSP” 
Lines 63-69: “describe” instead of “explain”, “where the Eq. (4) scaling is 
parameterized using the SSP” added. 
Line 342: “describe” instead of “explain”. 
 
I however keep the term “explain” when referring to other empirical laws (foreshocks 
and induced seismicity) as the functional forms are directly derived from the SSP. I 
agree that it was not the case for aftershocks. While I provided a new formula for the 
aftershock production, the Utsu scaling only emerges when injecting eq. 4. This is 
now clarified. 
 
Note that I also changed the specific units given in the SSP definition to “stress unit” 
and “number of events per unit of volume” to remain generic (lines 81-84). 
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Abstract: The aftershock productivity law is an exponential function of the form 10	

𝐾 ∝ exp(𝛼𝑀) with K the number of aftershocks triggered by a given mainshock of 11	

magnitude M and α ≈ ln(10) the productivity parameter. This law remains empirical 12	

in nature although it has also been retrieved in static stress simulations. Here, we 13	

parameterize this law using the Solid Seismicity Postulate (SSP), the basis of a 14	

geometrical theory of seismicity where seismicity patterns are described by 15	

mathematical expressions obtained from geometric operations on a permanent static 16	

stress field. We first test the SSP that relates seismicity density to a static stress step 17	

function. We show that it yields a power exponent q = 1.96±0.01 for the power-law 18	

spatial linear density distribution of aftershocks, once uniform noise is added to the 19	

static stress field, in agreement with observations. We then recover the exponential 20	

function of the productivity law with a break in scaling obtained between small and 21	

large M, with α = 1.5ln(10) and ln(10), respectively, in agreement with results from 22	

previous static stress simulations. Possible biases of aftershock selection, verified to 23	

exist in Epidemic-Type Aftershock Sequence (ETAS) simulations, may explain the 24	

lack of break in scaling observed in seismicity catalogues. The existence of the 25	

theoretical kink remains however to be proven. Finally, we describe how to estimate 26	

the Solid Seismicity parameters (activation density 𝛿!, aftershock solid envelope 𝑟∗ 27	

and background stress amplitude range Δ𝜊∗) for large M values. 28	

 29	

1. Introduction 30	

 Aftershocks, one of the most studied patterns observed in seismicity, are 31	

characterized by three empirical laws, which are functions of time, such as the 32	

Modified Omori law (e.g., Utsu et al., 1995), space (e.g., Richards-Dinger et al., 2010; 33	

Moradpour et al., 2014), and mainshock magnitude (Utsu, 1970a; b; Ogata, 1988). 34	
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The present study focuses on the latter relationship, i.e., the Utsu aftershock 37	

productivity law, which describes the total number of aftershocks K produced by a 38	

mainshock of magnitude M as 39	

𝐾 𝑀 = 𝐾!exp 𝛼(𝑀 −𝑚!)         (1) 40	

with m0 the minimum magnitude cutoff (Utsu, 1970b; Ogata, 1988). This relationship 41	

was originally proposed by Utsu (1970a; b) by combining two other empirical laws, 42	

the Gutenberg-Richter relationship (Gutenberg and Richter, 1944) and Båth’s law 43	

(Båth, 1964), respectively: 44	

𝑁 ≥ 𝑚 = 𝐴exp −𝛽(𝑚 −𝑚!)
𝑁 ≥ 𝑀 − Δm! = 1        (2) 45	

with N the number of events above magnitude m, A a seismic activity constant,  β the 46	

magnitude size ratio (or b = β/ln(10) in base-10 logarithmic scale) and ΔmB the 47	

magnitude difference between the mainshock and its largest aftershock, such that 48	

𝐾 𝑀 = 𝑁(≥ 𝑚! 𝑀) = exp −𝛽Δm! exp 𝛽(𝑀 −𝑚!)     (3) 49	

with 𝐾! = exp −𝛽Δm!  and 𝛼 ≡ 𝛽. Eq. (3) was only implicit in Utsu (1970a) and 50	

not exploited in Utsu (1970b) where K0 was fitted independently of the value taken by 51	

Båth’s parameter ΔmB. The α-value was in turn decoupled from the β–value in later 52	

studies (e.g., Seif et al. (2017) and references therein). 53	

 Although it seems obvious that Eq. (1) can be explained geometrically if the 54	

volume of the aftershock zone is correlated to the mainshock surface area S with 55	

𝑆 𝑀 = 10!!! = exp ln(10)(𝑀 − 4)       (4) 56	

(Kanamori and Anderson, 1975; Yamanaka and Shimazaki, 1990; Helmstetter, 2003), 57	

there is so far no analytical, physical expression of Eq. (1) available. Although Hainzl 58	

et al. (2010) retrieved the exponential behavior in numerical simulations where 59	

aftershocks were produced by the permanent static stress field of mainshocks of 60	
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different magnitudes, it remains unclear how K0 and α relate to the underlying 61	

physical parameters. 62	

 The aim of the present article is to describe the Utsu aftershock productivity 63	

equation (Eq. 1) in terms of a geometrical theory of seismicity coined “Solid 64	

Seismicity”, where the Eq. (4) scaling is parameterized using the Solid Seismicity 65	

Postulate (SSP). The SSP has already been shown to effectively explain other 66	

empirical laws of both natural and induced seismicity from simple geometric 67	

operations on a permanent static stress field (Mignan, 2012; 2016a). The theory is 68	

applied here for the first time to describe aftershocks. 69	

 70	

2. Physical Expression of the Aftershock Productivity Law 71	

2.1. Demonstration of the productivity law by geometric operations 72	

 “Solid Seismicity”, a geometrical theory of seismicity, is based on the 73	

following Postulate (Mignan et al., 2007; Mignan, 2008, 2012; 2016a): 74	

 75	

Solid Seismicity Postulate (SSP): Seismicity can be strictly categorized 76	

into three regimes of constant spatiotemporal densities δ – background 77	

𝛿!, quiescence 𝛿! and activation 𝛿! (with 𝛿! ≪ 𝛿! ≪ 𝛿!) - occurring 78	

respective to the static stress step function: 79	

𝛿 𝜎 =
𝛿! , 𝜎 < −Δ𝜊∗
𝛿! , 𝜎 ≤ ±Δ𝜊∗
𝛿! , 𝜎 > Δ𝜊∗

      (5) 80	

with σ the static stress [stress unit], Δ𝜊∗ the background stress amplitude 81	

range [stress unit], a stress threshold value separating two seismicity 82	

regimes, and δ the spatial density of events [number of events per unit of 83	

volume] per seismicity regime. 84	
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 95	

We mean by “strictly categorized” that any seismicity population is either part of the 96	

background, quiescence or activation regime (or class), with no other regime/class 97	

possible (i.e., a sort of hard labelling). Based on this Postulate, Mignan (2012) 98	

demonstrated the power-law behavior of precursory seismicity in agreement with the 99	

observed time-to-failure equation (Varnes, 1989), while Mignan (2016a) 100	

demonstrated both the observed parabolic spatiotemporal front and the linear 101	

relationship with injection-flow-rate of induced seismicity (Shapiro and Dinske, 102	

2009). It remains unclear whether the SSP has a physical origin or not. If not, it would 103	

still represent a reasonable approximation of the linear relationship between event 104	

production and static stress field in a simple clock-change model (Hainzl et al., 2010; 105	

Fig. 1a). For the testing of the SSP on the observed spatial distribution of aftershocks, 106	

see section 2.2. The power of Eq. (5) is that it allows defining seismicity patterns in 107	

terms of “solids” described by the spatial envelope 𝑟∗ = 𝑟 𝜎 = ±Δ𝜊∗  where r is the 108	

distance from the static stress source (e.g., mainshock rupture) and 𝑟∗ the distance r at 109	

which there is a change of regime (quiescence/background at 𝜎 = −Δ𝜊∗ or 110	

background/activation at 𝜎 = Δ𝜊∗). The spatiotemporal rate of seismicity is then a 111	

mathematical expression defined by the density of events δ times the volume 112	

characterized by 𝑟∗ (see previous demonstrations in Mignan et al. (2007) and Mignan 113	

(2011; 2012; 2016a) where simple algebraic expressions were obtained). 114	

 In the case of aftershocks, we define the static stress field of the mainshock by 115	

𝜎 𝑟 = −Δ𝜎! 1− !!

(!!!)!

!! !
− 1        (6) 116	

with Δσ0 < 0 the mainshock stress drop, c the crack radius and r the distance from the 117	

crack. Eq (6) is a simplified representation of stress change from slip on a planar 118	
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surface in a homogeneous elastic medium. It takes into account both the square root 119	

singularity at crack tip and the 1/r3 falloff at higher distances (Dieterich, 1994; Fig. 120	

1b). It should be noted that this radial static stress field does not represent the 121	

geometric complexity of Coulomb stress fields (Fig. 2a). However we are here only 122	

interested in the general behavior of aftershocks with Eq. (6) retaining the first-order 123	

characteristics of this field (i.e., on-fault seismicity; Fig. 2b), which corresponds to the 124	

case where the mainshock relieves most of the regional stresses and aftershocks occur 125	

on optimally oriented faults. It is also in agreement with observations, most 126	

aftershocks being located on and around the mainshock fault traces in Southern 127	

California (Fig. 2c; see section “Observations & Model Fitting”). The occasional 128	

cases where aftershocks occur off-fault (e.g., Ross et al., 2017) can be explained by 129	

the mainshock not relieving all of the regional stress (King et al., 1994; Fig. 2d). 130	

 For 𝑟∗ = 𝑟 𝜎 = Δ𝜊∗ , Eq. (6) yields the aftershock solid envelope of the form: 131	

𝑟∗ 𝑐 = !

!! !!∆!∗∆!!

!! ! ! − 1 𝑐 = 𝐹𝑐,      (7) 132	

function of the crack radius c and of the ratio between background stress amplitude 133	

range Δ𝜊∗ and stress drop Δσ0 (Fig. 1c). With Δσ0 independent of earthquake size 134	

(Kanamori and Anderson, 1975; Abercrombie and Leary, 1993) and Δ𝜊∗ assumed 135	

constant, 𝑟∗ is directly proportional to c with proportionality constant, or stress factor, 136	

F (Eq. 7). Geometrical constraints due to the seismogenic layer width w0 then yield  137	

𝑐(𝑀) =
!(!)
!

! !
, 𝑆 𝑀 ≤ 𝜋𝑤!!

𝑤! , 𝑆 𝑀 > 𝜋𝑤!!
       (8) 138	

with S the rupture surface area defined by Eq. (4) and c becoming an effective crack 139	

radius (Kanamori and Anderson, 1975; Fig. 1d). Note that the factor of 2 (i.e., using 140	
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w0 instead of w0/2) comes from the free surface effect (e.g., Kanamori and Anderson, 141	

1975; Shaw and Scholz, 2001). 142	

 The aftershock productivity K(M) is then the activation density 𝛿! times the 143	

volume 𝑉∗(𝑀) of the aftershock solid. For the case in which the mainshock relieves 144	

most of the regional stress, stresses are increased all around the rupture (King et al., 145	

1994), which is topologically identical to stresses increasing radially from the rupture 146	

plane (Fig. 2a-b). It follows that the aftershock solid can be represented by a volume 147	

of contour 𝑟∗ 𝑀  from the rupture plane geometric primitive, i.e., a disk or a 148	

rectangle, for small and large mainshocks, respectively. This is illustrated in Figure 149	

3a-b and can be generalized by 150	

𝑉∗ 𝑀 = 2𝑟∗ 𝑀 𝑆 𝑀 + !
!
𝑟∗! 𝑀 𝑑       (9) 151	

where d is the distance travelled around the geometric primitive by the geometric 152	

centroid of the semi-circle of radius 𝑟∗ 𝑀  (i.e., Pappus’s Centroid Theorem), or 153	

𝑑 =
2𝜋 𝑐 𝑀 + !

!!
𝑟∗(𝑀) , 𝑐 𝑀 + 𝑟∗(𝑀) ≤

!!
!

2𝑤! ,  𝑐 𝑀 + 𝑟∗ 𝑀 > !!
!

   (10) 154	

For the disk, the volume (Eq. 9) corresponds to the sum of a cylinder of radius c(M)  155	

and height 2𝑟∗ 𝑀  (first term) and of half a torus of major radius c(M) and minus 156	

radius 𝑟∗ 𝑀  (second term). For the rectangle, the volume is the sum of a cuboid of 157	

length l(M) (i.e., rupture length), width w0 and height 2𝑟∗ 𝑀  (first term) and of a 158	

cylinder of radius 𝑟∗ 𝑀  and height w0 (second term; see red and orange volumes, 159	

respectively, in Figure 3a-c). Finally inserting Eqs. (7), (8) and (10) into (9), we 160	

obtain 161	
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𝐾 𝑀 = 𝛿!

!!
!
+ 𝐹! 𝜋 1+ !

!!
𝐹 𝑆! !(𝑀) , 𝑆(𝑀) ≤ !! !

!(!!!)

!

!!
!
𝑆! !(𝑀)+ 𝐹!𝑤!𝑆(𝑀)

!! !
!(!!!)

!
< 𝑆(𝑀) ≤ 𝜋𝑤!!

2𝐹𝑤!𝑆 𝑀 + 𝜋𝐹!𝑤!! , 𝑆 𝑀 > 𝜋𝑤!!

162	

 (11) 163	

which is represented in Figure 3d. Considering the two main regimes only (small 164	

versus large mainshocks) and inserting Eq. (4) into (11), we get 165	

𝐾 𝑀 = 𝛿!
!!
!
+ 𝐹! 𝜋 1+ !

!!
𝐹 exp !ln(!")

!
𝑀 − 4 , small 𝑀

2𝐹𝑤!exp ln(10) 𝑀 − 4 + 𝜋𝐹!𝑤!! , large 𝑀
 (12) 166	

which is a closed-form expression of the same form as the original Utsu productivity 167	

law (Eq. 1). Note that K and 𝛿! are both, implicitly, function of the selected minimum 168	

aftershock magnitude threshold m0. 169	

 Here, we predict that the α-value decreases from 3ln(10)/2 ≈ 3.45 to ln(10) ≈ 170	

2.30 when switching regime from small to large mainshocks (or from 1.5 to 1 in base-171	

10 logarithmic scale). It should be noted that Hainzl et al. (2010) observed the same 172	

break in scaling in static stress transfer simulations, which corroborates our analytical 173	

findings. Hainzl et al. (2010) simulated aftershocks using the clock-change model 174	

where events were advanced in time by the static stress change produced by a 175	

mainshock in a three-dimensional medium. They explained the scaling break 176	

observed in simulation as a transition from 3D to 2D scaling regime when the 177	

mainshock rupture dimension approached w0, which is compatible with the present 178	

demonstration. For large M, the scaling is fundamentally the same as in Eq. (4). Since 179	

that relation also explains the slope of the Gutenberg-Richter law (see physical 180	

explanation given by Kanamori and Anderson,1975), it follows that 𝛼 ≡ 𝛽, which is 181	

also in agreement with the original formulation of Utsu (1970a; b; Eq. 3). 182	

 183	
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2.2. Testing of the SSP on the aftershock spatial distribution 184	

 The SSP predicts a step-like behavior of the aftershock spatial density for an 185	

idealized smooth static stress field (Fig. 4a-b), which is in disagreement with real 186	

aftershock observations. A number of studies have shown that the spatial linear 187	

density distribution of aftershocks ρ is well represented by a power-law, expressed as 188	

𝜌 𝑟 ∝ 𝑟!!         (13) 189	

with r the distance from the mainshock and q the power-law exponent. This parameter 190	

ranges over 1.3 ≤ q ≤ 2.5 (Felzer and Brodsky, 2006; Lipiello et al., 2009; Marsan and 191	

Lengliné, 2010; Richards-Dinger et al., 2010; Shearer, 2012; Gu et al., 2013; 192	

Moradpour et al., 2014; van der Elst and Shaw, 2015). Although Felzer and Brodsky 193	

(2004) suggested a dynamic stress origin for aftershocks, their results were later on 194	

questioned by Richards-Dinger et al. (2010). Most of the studies cited above suggest 195	

that the q-value is explained from a static stress process. As for the examples of 196	

aftershocks shown to be dynamically triggered (e.g., Fan and Shearer, 2016), they are 197	

too few to alter the aftershock productivity law and too remote to be consistently 198	

defined as aftershocks in cluster methods. 199	

 In a more realistic setting, the static stress field must be heterogeneous (due to 200	

the occurrence of previous events and other potential stress perturbations). We 201	

therefore simulate the static stress field by adding a uniform random component 202	

bounded over ±Δ𝜊∗ following Mignan (2011) (see also King and Bowman, 2003). 203	

Note that any deviation above Δ𝜊∗ would be flattened to Δ𝜊∗ over time by temporal 204	

diffusion (so-called “historical ghost static stress field” in Mignan, 2016a). Figure 4c 205	

shows the resulting stress field and Figure 4d the predicted aftershock spatial density. 206	

Adding uniform noise blurs the contour of the aftershock solid, switching the 207	

aftershock spatial density from a step function (Fig. 4b) to a power-law (Fig. 4d). We 208	
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fit Eq. (13) to the simulated data using the Maximum Likelihood Estimation (MLE) 209	

method with rmin = 𝑟∗ (Clauset et al., 2009) and find q = 1.96±0.01, in agreement with 210	

the aftershock literature. This result alone is however insufficient to prove the validity 211	

of the SSP. 212	

 213	

3. Observations & Model Fitting 214	

3.1. Data 215	

 We consider the case of Southern California and extract aftershock sequences 216	

from the relocated earthquake catalog of Hauksson et al. (2012) defined over the 217	

period 1981-2011, using the nearest-neighbor method (Zaliapin et al., 2008; used with 218	

its standard parameters originally calibrated for Southern California, considering only 219	

the first aftershock generation). Only events with magnitudes greater than m0 = 2.0 are 220	

considered (a conservative estimate following results of Tormann et al. (2014); 221	

saturation effects immediately after the mainshock are negligible when considering 222	

entire aftershock sequences; Helmstetter et al., 2005). 223	

 224	

3.2. Aftershock spatial density distribution 225	

 Figure 5a represents the spatial linear density distribution of aftershocks ρ(r) 226	

for the four largest strike-slip mainshocks in Southern California: 1987 M=6.6 227	

Superstition Hills, 1992 M=7.3 Landers, 1999 M=7.1 Hector Mine, and 2010 M=7.2 228	

El Mayor. The distance between mainshock and aftershocks is calculated as 229	

𝑟 = (𝑥 − 𝑥!)! + (𝑦 − 𝑦!)! with (x, y) the aftershock coordinates and (x0, y0) the 230	

coordinates of the nearest point to the mainshock fault rupture (as depicted in Figure 231	

2c). The dashed black lines shown in Figure 5a are visual guides to q = 1.96, showing 232	

that the SSP is compatible with real aftershock observations. 233	
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 Comparing Figure 5a to Figure 4d suggests that 𝑟∗ can be roughly estimated 234	

from the spatial linear density plot, being the maximum distance r at which the 235	

plateau ends, here leading to 𝑟∗ ≈ 1 km. This parameter is constant for different large 236	

M values since both w0 and ∆𝜎! are constant while ∆𝜎∗ is also a priori a constant. We 237	

can then estimate the ratio ∆𝜎∗/∆𝜎! from Eq. (7). However the result is ambiguous 238	

due to uncertainties on the width w0. For w0 = {5, 10, 15} km, we get ∆𝜎∗/∆𝜎! ={-239	

0.54, -1.01, -1.38}. 240	

 As for the plateau value ρ(r < 𝑟∗), it provides an estimate of the aftershock 241	

activation density 𝛿! with 242	

𝛿! =
!(!,!!!∗)

exp ln(!")(!!!)
       (14) 243	

a volumetric density, i.e. the linear density ρ normalized by the mainshock rupture 244	

area (Eq. 4). Due to the fluctuations in ρ(r < 𝑟∗), 𝛿! will be estimated from the 245	

productivity law instead (see section 3.3) and ρ(r < 𝑟∗) then estimated from Eq. (14) 246	

(horizontal dashed colored lines), as detailed below. 247	

 It should be noted that we consider only the first-generation aftershocks to 248	

avoid ρ heterogeneities from secondary aftershock clusters occurring off-fault. An 249	

example of such heterogeneity/anisotropy is illustrated by the Landers-Big Bear case 250	

(Fig. 2c; dotted colored curve on Fig. 5a). Those cases are not systematic and 251	

therefore not considered in the aftershock productivity law. However they are also 252	

due to static stress changes (e.g., King et al., 1994) with the anisotropic effects 253	

explainable by Solid Seismicity through the concept of “historical ghost static stress 254	

field” (Mignan, 2016a). 255	

 256	

3.3. Aftershock productivity law 257	
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 The observed number n of aftershocks of magnitude m ≥ m0 produced by a 258	

mainshock of magnitude M (for a total of N mainshocks) in Southern California is 259	

shown in Figures 5b (for large M ≥ 6) and 6a (for the full range M ≥ m0). We fit Eq. 260	

(1) to the data using the MLE method with the log-likelihood function 261	

𝐿𝐿 𝜃;𝑋 = 𝑛!; 𝑖 = 1, …, 𝑁 = 𝑛!ln 𝐾!(𝜃) − 𝐾!(𝜃)− ln(𝑛!!)!
!!!  (15) 262	

for a Poisson process, representing the stochasticity of the count K of aftershocks 263	

produced by a mainshock at any given time. Inserting Eq. (1) in Eq. (15) yields 264	

𝐿𝐿 𝜃 = 𝐾!,𝛼 ;𝑋 = ln 𝐾! 𝑛! + 𝛼 𝑛! 𝑀! −𝑚! − 𝐾! exp 𝛼 𝑀! −!
!!!

!
!!!

!
!!!265	

𝑚! − ln(𝑛!!)!
!!!         (16) 266	

(note that the last term can be set to 0 during LL maximization). For Southern 267	

California, we obtain αMLE = 2.32 (1.01 in log10 scale) and K0 = 0.025 when 268	

considering large M ≥ 6 mainshocks only to avoid the issues of scaling break and data 269	

dispersion at lower magnitudes. This result, represented by the black solid line on 270	

Figure 5b, is in agreement with previous studies in the same region (e.g., Helmstetter, 271	

2003; Helmstetter et al., 2005; Zaliapin and Ben-Zion, 2013; Seif et al., 2017) and 272	

with α = ln(10) ≈ 2.30 predicted for large mainshocks in Solid Seismicity (Eq. 12). 273	

Moreover we find a bulk βMLE = 2.34 (1.02 in log10 scale) (Aki, 1965), in agreement 274	

with α ≡ β. 275	

 Let us now rewrite the Solid Seismicity aftershock productivity law (Eq. 12) 276	

by only considering the large M case and injecting 𝑟∗ = 𝐹𝑤! (by combining Eqs. 7-8). 277	

We get 278	

𝐾 𝑀 > 𝑀!"#$% = 𝛿! 2𝑟∗exp 𝑙𝑛(10)(𝑀 − 4) + 𝜋𝑟∗!𝑤!    (17) 279	

The role of w0 is illustrated in Figure 5b for different values (dashed and dotted 280	

curves) and shown to be insignificant for large M values. Therefore Eq. (17) can be 281	

approximated to 282	
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𝐾 𝑀 > 𝑀!"#$% ≈ 2𝛿!𝑟∗exp 𝑙𝑛(10)(𝑀 − 4)     (18) 283	

By analogy with Eq. (1), we get 284	

𝛿! =
!!exp ln(!")(!!!!)

!!∗
       (19) 285	

With 𝑟∗ ≈ 1 km estimated from ρ(r) (section 3.2) and K0 = 0.025, we obtain 𝛿! = 1.23 286	

events/km3 for m0 = 2. We then get back the plateau ρ(r < 𝑟∗) for different M values 287	

from Eq. (14), as shown in Figure 5a (horizontal dashed colored lines). Although 288	

based on limited data, this result suggests that the activation parameter 𝛿! is constant 289	

(at least for large M) in Southern California. Note that if ρ(r < 𝑟∗) was well 290	

constrained, it could have been estimated jointly with 𝑟∗ from Figure 5a to predict the 291	

aftershock productivity law of Figure 5b without further fitting required (hence 292	

removing K0 from the equation, K0 having no physical meaning in Solid Seismicity). 293	

 294	

4. Role of aftershock selection on productivity scaling-break 295	

 We tested the following piecewise model to identify any break in scaling at 296	

smaller M, as predicted by Eq. (12): 297	

𝐾 𝑀 =
𝐾!

exp ln(!")(!!"#$%!!!)

exp !!ln(!")(!!"#$%!!!)
exp !

!
ln(10)(𝑀 −𝑚!) , 𝑀 ≤ 𝑀!"#$%

𝐾!exp ln(10)(𝑀 −𝑚!) , 𝑀 > 𝑀!"#$%

298	

 (20) 299	

but with the best MLE result obtained for Mbreak = m0, suggesting no break in scaling 300	

in the aftershock productivity data, as observed in Figure 6a. Final parameter 301	

estimates are αMLE = 1.95 (0.85 in log10 scale) and K0 = 0.141 for the full mainshock 302	

magnitude range M ≥ m0 (dotted line), subject to high scattering at low M values. 303	

 We now identify whether the lack of break in scaling in aftershock 304	

productivity observed in earthquake catalogues could be an artefact related to the 305	
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aftershock selection method. We run Epidemic-Type Aftershock Sequence (ETAS) 306	

simulations (Ogata, 1988; Ogata and Zhuang, 2006), with the seismicity rate 307	

𝜆 𝑡, 𝑥,𝑦 = 𝜇 𝑡, 𝑥,𝑦 + 𝐾(𝑀!)𝑓(𝑡 − 𝑡!)𝑔(𝑥 − 𝑥! ,𝑦 − 𝑦! 𝑀!)!:!!!!

𝑓 𝑡 = 𝑐!!!(𝑝 − 1)(𝑡 + 𝑐)!!

𝑔 𝑥,𝑦 𝑀 = !
!
𝑑𝑒! !!!!

!!! 𝑥! + 𝑦! + 𝑑𝑒! !!!!
!!(𝑞 − 1)

 (21) 308	

Aftershock sequences are defined by power laws, both in time and space (for an 309	

alternative temporal function, see Mignan (2015; 2016b); the spatial power-law 310	

distribution is in agreement with Solid Seismicity in the case of a heterogeneous static 311	

stress field – see section 2.2). µ is the Southern California background seismicity, as 312	

defined by the nearest-neighbor method (with same t, x, y and m). We fix the ETAS 313	

parameters to θ = {c = 0.011 day, p = 1.08, d = 0.0019 km2, q = 1.47, γ = 2.01, β = 314	

2.29, K0 = 0.08}, following the fitting results of Seif et al. (2017) for the Southern 315	

California relocated catalog and m0 = 2 (see their Table 1). However, we define the 316	

productivity function K(M) from Eq. (20) with Mbreak = 5. Examples of ETAS 317	

simulations are shown in Figure 6b for comparison with the observed Southern 318	

California time series. Figure 6c allows us to verify that the simulated aftershock 319	

productivity is kinked at Mbreak, as defined by Eq. (20). 320	

 We then select aftershocks from the ETAS simulations with the nearest-321	

neighbor method. Figure 4d represents the estimated aftershock productivity, which 322	

has lost the break in scaling originally implemented in the simulations (with an 323	

underestimated αMLE = 2.07 as observed in the real case for M ≥ m0). Note that a 324	

similar result is obtained when using a windowing method (Gardner and Knopoff, 325	

1974). This demonstrates that the theoretical break in scaling predicted in the 326	

aftershock productivity law can be lost in observations due to an aftershock selection 327	

bias, all declustering techniques assuming continuity over the entire magnitude range. 328	

While such a bias is possible, it yet does not prove that the break in scaling exists. The 329	
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fact that a similar break in scaling was obtained in independent Coulomb stress 330	

simulations (Hainzl et al., 2010) however provides high confidence in our results. 331	

 One other possible explanation for lack of scaling break is that our 332	

demonstration assumes moment magnitudes while the Southern California catalogue 333	

is in local magnitudes. Deichmann (2017) demonstrated that while 𝑀! ∝ 𝑀! at large 334	

M, 𝑀! ∝ 1.5𝑀! at smaller M values. This could in theory cancel the kink in real data. 335	

However the scaling break predicted by Deichmann (2017) occurs at several 336	

magnitude units below the geometric scaling break expected by Solid Seismicity, 337	

invalidating this second option for mid-range magnitudes M. 338	

 339	

5. Conclusions 340	

 In the present study, a closed-form expression defined from geometric and 341	

static stress parameters was proposed (Eq. 12) to describe the empirical Utsu 342	

aftershock productivity law (Eq. 1). This demonstration is similar to the previous ones 343	

made by the author to explain precursory accelerating seismicity and induced 344	

seismicity (Mignan, 2012; 2016b), In all these demonstrations, the main physical 345	

parameters remain the same, i.e. the activation density 𝛿! (also 𝛿! and 𝛿!), the 346	

background stress amplitude range Δ𝜊∗, and the solid envelope 𝑟∗ which describes the 347	

geometry of the “seismicity solid” (Fig. 3a-b). Further studies will be needed to 348	

evaluate whether the 𝛿! and Δ𝜊∗ parameters are universal or region-specific and if the 349	

same values apply to different types of seismicity at a same location. 350	

 Although the Solid Seismicity Postulate (SSP) (Eq. 5) remains to be proven, it 351	

is so far a rather convenient and pragmatic assumption to determine the physical 352	

parameters that play a first-order role in the behavior of seismicity. The similarity of 353	

the SSP-simulated and observed values of the power-law exponent q of the aftershock 354	

Arnaud Mignan� 27.2.2018 08:02
Deleted: explain355	
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spatial density distribution shows that the SSP is consistent with large aftershock 356	

observations once uniform noise is added to the stress field (Figs. 4d-5a). The impact 357	

of other types of noise on q has yet to be investigated. The SSP is also complementary 358	

to the more common simulations of static stress loading (King and Bowman, 2003) 359	

and static stress triggering (Hainzl et al., 2010). 360	

 Analytic geometry, providing both a visual representation and an analytical 361	

expression of the problem at hand (Fig. 3), represents a new approach to try to better 362	

understand the behavior of seismicity. Its current limitation in the case of aftershock 363	

analysis consists in assuming that the static stress field is radial and described by Eq. 364	

(6) (e.g., Dieterich, 1994), which is likely only valid for mainshocks relieving most of 365	

the regional stresses and with aftershocks occurring on optimally oriented faults (King 366	

et al., 1994). More complex, second-order, stress behaviors might explain part of the 367	

scattering observed around Eq. (1) (Fig. 6a), such as overpressure due to trapped high-368	

pressure gas for example (Miller et al., 2004 – see also Mignan (2016a) for an 369	

overpressure field due to fluid injection). Other σ(r) formulations could be tested in 370	

the future, the only constraint on generating so-called seismicity solids being the use 371	

of the postulated static stress step function of Eq. (5) (i.e., the Solid Seismicity 372	

Postulate, SSP). 373	

 Finally, the disappearance of the predicted scaling break in the aftershock 374	

productivity law once declustering is applied (Fig. 6) indicates that more work is 375	

required in that domain. Only a declustering technique that does not dictate a constant 376	

scaling at all M will be able to identify rather a scaling break really exists or not. 377	

 378	
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 510	

Figures 511	

 512	

Figure 1. Definition of the aftershock solid envelope in a permanent static stress field: 513	

(a) Event density stress step-function δ(σ) (Eq. 5) of the Solid Seismicity Postulate 514	

(SSP) in comparison to the linear clock-change model; (b) Static stress σ versus 515	

distance r for different effective crack radii c and rupture stress drops Δσ0 (Eq. 6); (c) 516	
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Linear relationship between effective crack radius c and aftershock solid envelope 517	

radius 𝑟∗ for different ∆𝜎∗/∆𝜎! ratios (Eq. 7); (d) Relationship between mainshock 518	

magnitude M and effective crack radius c for different seismogenic widths w0 (Eq. 8). 519	

 520	

 521	

Figure 2. Possible static stress fields and inferred aftershock spatial distribution: (a) 522	

Right-lateral Coulomb stress field for optimally oriented faults, where the mainshock 523	

relieves all of the regional stresses σr = 10 bar, with ∆𝜎! ≈ −𝐺𝑠/𝐿 ≈ - 10 bar (G = 524	

3.3.105 bar the shear modulus, s = 0.6 m the slip, L = 20 km the fault length, and w = 525	

10 km the fault width); (b) Radial static stress field computed from Eq. (6) with Δσ0 = 526	

-10 bar and 𝑐 = (𝐿𝑤)/𝜋 for consistency with (a); (c) Aftershock distribution of the 527	

largest strike-slip events in the Southern California relocated catalog, identified here 528	
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as all events occurring within one day of the mainshock (see Data section 3.1); (d) 529	

Right-lateral Coulomb stress field for optimally oriented faults, where the mainshock 530	

relieves only a fraction of the regional stresses σr = 100 bar with Δσ0 = -10 bar (same 531	

rupture as in (a)) – The black contour represents 1 bar in (a), (b) and (d), and a 10 km 532	

distance from rupture in (c). Coulomb stress fields of (a) and (d) were computed using 533	

the Coulomb 3 software (Lin and Stein, 2004; Toda et al., 2005). 534	

 535	

 536	

Figure 3. Geometric origin of the aftershock productivity law: (a) Sketch of the 537	

aftershock solid for a small mainshock rupture represented by a disk; (b) Sketch of the 538	

aftershock solid for a large mainshock rupture represented by a rectangle; (c) Relative 539	

role of the two terms of Eq. (9), here with w0 = 10 km and ∆!∗
∆!!

 = -0.1 (to first estimate 540	

c and 𝑟∗ from Eqs. 8 and 7, respectively); (d) Aftershock productivity law (normalized 541	
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by 𝛿!) predicted by Solid Seismicity (Eq. 11). This relationship is of the same form as 542	

the Utsu productivity law (Eq. 1) for large M (see text for an explanation of the lack 543	

of break in scaling in Eq. 1 for small M). Dotted vertical lines represent M for 544	

𝑐 𝑀 + 𝑟∗ 𝑀 = !!
!

 and 𝑆 𝑀 = 𝜋𝑤!!, respectively. 545	

 546	

 547	

Figure 4. Spatial distribution of aftershocks following the SSP. (a) Smooth static 548	

stress field as a function of distance r from the mainshock, with Δσ0 = -10 bar and c = 549	

10 km (Eq. 6); (b) Step-like aftershock spatial linear density ρ(r) with δ+ = 1000 550	

events per km, δ0 = 1 event per km and ∆𝜎∗ = -0.3Δσ0 (ad-hoc ratio yielding 𝑟∗ = 3.5 551	

km; Eq. (7) – event distances sampled from the δ(r) distribution, repeated 100 times). 552	

Such distribution is not observed in Nature; (c) Same as (a) but with random uniform 553	
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noise representative of spatial heterogeneities added to the regional stress field; (d) 554	

Power-law-like aftershock spatial linear density ρ(r) with power exponent MLE 555	

estimate q = 1.96, representative of real aftershock observations (see Fig. 5a), due to 556	

the addition of uniform noise to the static stress field. 557	

 558	

 559	

Figure 5. Estimating the Solid Seismicity parameters from the spatial distribution of 560	

aftershocks: (a) Spatial linear density distribution ρ(r) of aftershocks for the four 561	

largest strike-slip mainshocks in Southern California (with first-generation 562	

aftershocks only; the density distribution comprising all aftershocks generated by the 563	

Landers mainshock is represented by the dotted curve to illustrate the type of spatial 564	

heterogeneity, such as the Big Bear cluster, not considered in the present study – see 565	

also Fig. 2c). The Solid Seismicity parameters 𝑟∗ = 1 km and δ+(m0 = 2) = 1.23 566	
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events/km3 can be retrieved from the observed plateau ρ(r < 𝑟∗), in agreement with the 567	

SSP (see Fig. 4d). Note that the spatial power-law decay at high r is similar to the one 568	

expected by the SSP in the case of a static stress field with additive uniform noise 569	

(expected q = 1.96 represented by the dashed black lines); (b) Aftershock productivity 570	

K for M > 6. The curves represent the productivity law as defined by Solid Seismicity 571	

(Eq. 17) for different w0 values (first term only corresponds to w0 = 0; Eq. 18). 572	

 573	

 574	

Figure 6. Aftershock productivity defined as the number of aftershocks K(m0 = 2) per 575	

mainshock of magnitude M: (a) Observed aftershock productivity in Southern 576	

California with aftershocks selected using the nearest-neighbor method; (b) 577	

Seismicity time series with distinction made between background events and 578	
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aftershocks, observed (“obs”, in black) and ETAS-simulated (“sim”, colored); (c) 579	

True simulated aftershock productivity with kink, defined from Eq. (20); (d) 580	

Retrieved simulated aftershock productivity with aftershocks selected using the 581	

nearest-neighbor method - Data points in (a), (c) and (d) are represented by grey dots; 582	

the model MLE fits are represented by the dashed and dotted black lines for M ≥ 6 583	

and M ≥ m0 , respectively; dashed and dotted grey lines are visual guides to α = 584	

3/2ln(10) and ln(10), respectively. 585	

 586	


	npg-2017-38-author_response-version3.pdf (p.1-2)
	npg-2017-38-supplement-version1.pdf (p.3-30)

