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Abstract. In the online seminar series “Perspectives on climate sciences: from historical developments to future
frontiers”, which took place during 2020–2021, well-known and established scientists from several fields –
including mathematics, physics, climate science and ecology – presented their perspectives on the evolution of
climate science and on relevant scientific concepts. This special issue aims to create a platform for a more detailed
elaboration of the topics discussed in the seminars but also to publish new scientific findings. In this paper, we
first give an overview of the content of the seminar series, and then we introduce the written contributions to this
special issue. In line with the spirit of the seminar series, this paper is structured along thematic areas of the broad
field of climate science, conveying different perspectives on the climate system: geophysical fluid dynamics,
dynamical systems theory, multiscale processes, statistical physics, paleoclimate and the human dimension.

1 Introduction

The “Perspectives on climate sciences: from historical de-
velopments to future frontiers” online seminar series (POCS,
2021) took place from September 2020 to July 2021, in the
middle of the COVID-19 pandemic. The seminar series ma-
terialised from our belief that it is important for early-career
scientists (ECSs) to learn more about their research field’s
broader scientific background and historical context. Posi-
tioning their own research in the “big picture” gives them ad-
ditional motivation to pursue their scientific goals and shows
them possible scenarios for the future evolution of climate
sciences. Especially engaging for young researchers is to
learn about the history of their research field directly from the

pioneers who actively shaped the path of scientific progress.
With this intention in mind, we invited well-known and well-
established scientists to speak in front of a broad audience,
including, but not restricted to, ECSs. They were asked to
talk about their contribution to and perspective on the de-
velopment of climate sciences from both a scientific and
personal perspective, including the challenges they faced as
young scientists. It was a great opportunity to gain insight
into the scientific career paths of the speakers that were of-
ten far from straightforward. Their careers were hindered
by many unforeseen difficulties, even self-doubt, but at the
same time pushed forward by perseverance, dedication to sci-
ence and sometimes a bit of luck. To many of us, especially
ECSs, this gave more self-confidence and personal motiva-
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tion, which were sorely needed in times of isolation due to
the COVID-19 lockdowns and geopolitical turmoil.

Climate science emerges at the interface of several dis-
ciplines, such as physics, mathematics, chemistry, biology
and the sphere of social sciences. Hence, it is highly in-
terdisciplinary. A further aim of the seminar series was to
stimulate the interaction among these disciplines. In David
Ruelle’s seminar, we learned that, in his opinion, the most
productive period in terms of interdisciplinary work took
place between 1970 and 2000 and is connected to the de-
velopment of chaos theory, building upon seminal works
of mathematicians, physicists and meteorologists, like Henri
Poincaré and Ed Lorenz. After this period, each discipline
developed mainly along their own paths, drifting apart from
each other. Nowadays, we are facing what is probably the
biggest challenge of humankind: the ongoing global climate
crisis. In order to be able to address this existential crisis, we
need to exchange ideas and methods among the above dis-
ciplines and enhance interdisciplinary interactions. The suc-
cesses achieved in the 1990s in closing the ozone hole in the
Arctic stratosphere, as outlined in Susan Solomon’s seminar,
give us confidence that this is indeed possible and achievable.

The recognition of the well-posedness and rigorous math-
ematical background of the physics behind climate science
was formalised in 2021, when the Nobel Prize in Physics
was awarded to Klaus Hasselmann, Syukuro Manabe and
Giorgio Parisi (Franzke et al., 2022). This was a milestone
in the acknowledgement of the necessary relation between
these disciplines, i.e. the broad cohort of science, technol-
ogy, engineering and mathematics (STEM) on one side and
human sciences on the other side. In his seminar, Hans von
Storch reviewed the issue of post-normal science and basic
norms for natural scientists (so-called CUDOS, referring to
communalism, universalism, disinterestedness and organised
scepticism), while Klaus Hasselmann advocated for the so-
cial role of the climate scientist in his interview. Eugenia
Kalnay updated us on the newest developments in terms of
coupling between Earth system models (ESMs) and human
system models (HSMs). All together, these precious contri-
butions emphasised the uncomfortable but challenging situ-
ation in which the climate scientist (meant in the broadest
possible sense) is required to engage in the interaction with
stakeholders and policymakers within and beyond the long-
standing format of the Intergovernmental Panel for Climate
Change (IPCC), jointly established by the World Meteoro-
logical Organization (WMO) and the United Nations Envi-
ronment Programme (UNEP) in 1988.

The aim of this special issue is to create a platform for a
more detailed elaboration of the topics discussed in the sem-
inars but also to publish new scientific findings. In this paper,
we first give an overview of the content of the seminar series
in Sect. 2, and then we introduce the written contributions to
this special issue in Sect. 3.

2 The “Perspectives on climate sciences” seminar
series

The interdisciplinary background of the speakers revealed
several different perspectives on the climate system and cli-
mate science. In this section, we present a short overview
of the content of the seminars in line with these perspec-
tives. The geophysical fluid dynamics (GFD) perspective is
a fundamental one. It provides the mathematical equations
describing the evolution of the climate system and its main
components and thus the basis for weather and climate mod-
elling. The dynamical systems perspective focuses on the
evolution of these equations – or rather of their reduced-
order versions – in the phase space, using mathematical
tools to analyse properties of different states of the system,
such as stability and predictability. The multiscale perspec-
tive complements the dynamical systems view, interpreting
the weather and climate as a high-dimensional complex sys-
tem exhibiting scale invariance. When modelling the climate
system, a stochastic behaviour emerges due to the sensitive
dependence on the initial conditions and the practical impos-
sibility of resolving the processes down to the scale of vis-
cosity. Thus, the stochastic perspective is indispensable to
accurate weather predictions and a proper interpretation of
climate model output. The human dimension introduces ad-
ditional uncertainty to projecting the future evolution of the
system, highlighting at the same time that humans are an es-
sential system component.

2.1 The climate system from the perspective of
geophysical fluid dynamics

In order to understand the complex dynamics of the climate
system beyond the radiation balance and to disentangle inter-
nal variability from external forcing, one needs to model the
time evolution of the climate system’s components and their
interactions. These include the hydrosphere, the cryosphere,
the lithosphere, the biosphere and – that which affects soci-
ety most on a daily basis – the atmosphere. The GFD per-
spective describes the evolution of these components based
on the principles of mechanics and thermodynamics. These
principles can be expressed as partial differential equations in
an appropriate form of the Navier–Stokes equations, adapted
to the relevant processes at these vast scales, such as stratifi-
cation and the Coriolis effect.

In order to describe the evolution of an immensely com-
plex system such as the atmosphere and to gain insight
into its dynamics, the relevant degrees of freedom and con-
served quantities need to be identified. Brian Hoskins re-
counted how the concepts of (quasi-geostrophic) potential
vorticity (Rossby, 1938, 1940) enabled the development of
the first numerical weather prediction models and how isen-
tropic potential vorticity maps helped gain an understanding
of weather developments (Hoskins et al., 1985).
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A century before the introduction of these concepts, severe
weather phenomena such as hurricanes had already moti-
vated early meteorologists to analyse their rotating behaviour
on weather maps and to understand their dynamics. Kerry
Emanuel described how the scientific progress around hurri-
canes took a step backwards, highlighting a persistent mis-
understanding around the processes driving these dynam-
ics. Despite progress made in the 1940s and 1950s (Klein-
schmidt, 1951; Riehl, 1950), later research ignored the im-
portance of surface enthalpy fluxes and instead focused on
latent heat release. This led to a failure of numerical simula-
tions of hurricanes and the persistence of errors in textbook
descriptions even until today. Finally, improved observations
played a key role in confirming the dominant drivers.

Raymond Pierrehumbert pointed out in his talk that as sim-
ple as the rules governing an atmosphere with water vapour
might be – i.e. Newtonian mechanics, thermodynamics and
radiative transfer – nontrivial properties emerge in the re-
sulting climate system. Again, misconceptions such as the
thermostat hypothesis remind us to stay vigilant and encour-
age us to try reproduce earlier work. This hypothesis, which
claimed that the temperature in the tropics could not exceed
302 K due to shading by high convective clouds, was de-
bunked with some effort (Pierrehumbert, 1995). In his more
recent work, Pierrehumbert (2005) showed how GFD ideas
can be revisited on the new testing ground provided by the
rich variety of exoplanetary atmospheres, including tidally
locked planets and atmospheres with supercritical water.

On our own planet, again, Clara Deser explained how
climate projections driven by GFD simulations help under-
stand regional climate change effects. On these scales, inter-
nal variability has an enormous impact on the observed local
trends in atmospheric variables. In her seminar, she presented
a solution to robustly disentangle the effects due to the ex-
ternal forcing (anthropogenic, volcanic, etc.), the model dif-
ferences and the system’s internal stochastic variability: the
latter can be identified as the variability observed in large
initial-condition ensembles of historical climate simulations
(Deser et al., 2012, 2020).

The disentangling of internal and forced variability was
also the central theme of Michael Mann’s story of the At-
lantic Multidecadal Oscillation. This concept emerged based
on the multidecadal (50–70 years) spectral peak in global sur-
face temperature records and rapidly gained traction in sci-
entific works but was subsequently shown to be an artefact
caused by the response of the climate system to both anthro-
pogenic and natural forcings rather than an internal mode of
variability. Strong evidence for this was provided by the con-
tinued presence of this spectral peak in the globally averaged
ensemble mean temperatures of CMIP5 (Coupled Model In-
tercomparison Project Phase 5, Taylor et al., 2012) climate
control simulations of the last millennium. Indeed, one would
expect the internal variability to be averaged over these en-
sembles, meaning that any remaining variability can only be
attributed to external forcings (Mann et al., 2021).

2.2 The climate system from the perspective of
dynamical systems theory

The atmosphere and the climate system as a whole, i.e.
the coupled atmosphere, hydrosphere, biosphere, lithosphere
and cryosphere, are chaotic dynamical systems, given the
sensitive dependence of their evolution on initial conditions
(Ghil and Lucarini, 2020). David Ruelle discussed in his
seminar the interdisciplinary origins of chaos theory. We
learned that, at the beginning of the 20th century, the mathe-
matician Henri Poincaré (Poincaré, 1908) had already explic-
itly considered the fact that the weather is sensitive to initial
conditions. He stated that meteorologists are not able to pre-
dict the exact location of a cyclone because of imperfect and
insufficient initial conditions, which cause the weather to be
perceived as something random. However, the chaotic nature
of the weather did not become generally established until
the work of Ed Lorenz (Lorenz, 1963) and the works that
followed, all strongly connected to the spread of numerical
computers in the middle of the 20th century. As David Ru-
elle reported, this was followed by an explosion of interdisci-
plinary work on chaos theory between 1970 and 2000 involv-
ing meteorology, hydrodynamics, chemical kinetics and the
astronomy of the solar system (Ruelle and Takens, 1971; Li
and Yorke, 1975; Laskar, 1989). After that, interdisciplinar-
ity declined, and the work nowadays is mainly done in indi-
vidual disciplines.

In contrast to the GFD perspective, which focuses on equa-
tions describing the temporal evolution of dynamic and ther-
modynamic variables, the dynamical system perspective con-
siders the solution of these equations in the phase space, the
set of all possible configurations of the system. In the phase
space, one studies trajectories corresponding to different ini-
tial conditions, the stability of fixed points, periodic and non-
periodic orbits, the geometry of the attractor, and the proper-
ties of the invariant measure. Despite the high level of math-
ematical abstraction, these concepts are useful because they
provide unique insights into the system’s dynamics. It be-
comes clear, for example, that the geometrical properties of
the attractor are strongly related to the evolution of trajecto-
ries and thus to the dynamics of the system. Similar states or
configurations of the climate system are close to each other
in the phase space and evolve correspondingly with the lo-
cal geometry of the attractor in that region, even if they are
far away from each other in time. However, as we found out
in James Yorke’s seminar, the dynamics of a chaotic system
can be very complex due to phenomena such as hetero-chaos
(Saiki et al., 2018, 2021). Because of this, very similar initial
conditions can lead to completely different evolutions of the
weather and thus to serious predictability issues.

These predictability issues are well-known in numerical
weather prediction, where it has become clear over time that
purely deterministic predictions are insufficient and mislead-
ing. Tim Palmer convinced us in his seminar that the pre-
dictability of a nonlinear system and the related uncertainty
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always depend on the initial condition. Thus, further develop-
ments in probabilistic prediction, based on enough ensemble
members, are crucially important for the future of weather
prediction. Also important for the future is exploiting the
possibilities offered by artificial intelligence, as well as us-
ing stochasticity for improved parameterisations and data as-
similation and for making simulations computationally less
expensive.

Phenomena such as climate change, tipping points and
internal variability cannot be explained based on the clas-
sical concept of an attractor with an invariant measure.
In his seminar, Michael Ghil talked about pullback attrac-
tors of non-autonomous dynamical systems, i.e. with time-
dependent forcing (Crauel and Flandoli, 1994; Ghil et al.,
2008; Chekroun et al., 2011; Drótos et al., 2015). Already,
the presence of noise in the form of internal variability makes
the notion of a pullback attractor necessary. In the case
of constant external forcing and stochastic natural forcing
(internal variability), the corresponding attractor is a time-
invariant pullback attractor, referred to as a random attrac-
tor. The effect of changing radiative forcing turns the attrac-
tor into a time-dependent pullback attractor. Denisse Scia-
marella showed us how the study of the attractor’s topology,
with the help of branched manifolds, helps us to understand
chaos and the effect of noise. Due to noise-induced chaos,
the attractor can be described by different homology groups
at different time steps (Sciamarella and Mindlin, 2001; Charó
et al., 2021).

2.3 The climate system from a multiscale perspective

The climate system is a complex system featuring a large
number of degrees of freedom with components that inter-
act in a nonlinear way (Franzke and O’Kane, 2017; Dijkstra,
2013). These concepts are strictly related to those relying on
the description of turbulent flows, such as the existence of a
hierarchy of exponents to fully characterise the nature of the
system (i.e. the so-called multifractal view; Frisch, 1995), the
observation of a global- vs. local-scale invariance (Kuzzay
et al., 2017) and the role of extreme events as singularities
(Alberti et al., 2023).

Shaun Lovejoy applied the above concepts to describe dif-
ferent dynamical regimes in the climate system: the weather,
the macroweather and the climate (Lovejoy, 2019). Indeed,
weather and climate models are based on thermodynamics
and continuum mechanics and are successful because they
retain only some relevant “macroscopic” variables. However,
the role of the “details” (see Mandelbrot, 1977) cannot be ig-
nored, requiring the development of a higher-level descrip-
tion of unknown aspects of the climate system. This led to
several (high-level) macroweather and climate models based
on energy balance and scale invariance, which profoundly
affect our forecasting capabilities at monthly and seasonal
scales, as well as improved multidecadal climate projections.

Bérengère Dubrulle went deeper into the details by focus-
ing on a ubiquitous aspect of fluids: turbulence (Dubrulle,
2022). Turbulent flows are characterised by a self-similar en-
ergy spectrum, the signature of fluid movements at all scales.
This organisation has been described for more than 70 years
by the phenomenology of the Kolmogorov–Richardson cas-
cade (Kolmogorov, 1941; Richardson, 2007): the energy in-
jected on a large scale by the work of the force that moves
the fluid (e.g. a turbine) is transferred to smaller and smaller
scales with a constant dissipation rate, up to the Kolmogorov
scale, where it is transformed into heat and dissipated by vis-
cosity. Such cascade phenomenology is at the basis of most
turbulent models. Dubrulle further discussed how progress
in numerical simulations and laboratory experiments gradu-
ally changed such a simple vision (starting from Landau’s
objection in the 1950s), leading to a new picture where
quasi-singularities living beyond the Kolmogorov scale play
a central role (Dubrulle et al., 2022). This has important im-
pacts on resolution requirements of numerical simulations
and calls for new models of turbulence (Dubrulle and Gib-
bon, 2022).

Ken Golden focused instead on a key component of
Earth’s climate system: the polar sea ice. Indeed, sea ice ex-
hibits complexity on length scales ranging from tenths of
millimetres to tens of kilometres. A principal challenge in
modelling sea ice and its role in climate is how to use in-
formation about the small-scale structure to find the effec-
tive or homogenised properties on larger scales relevant to
coarse-grained climate models. In other words, and strictly
connected to previous concepts introduced by Shaun Lovejoy
and Bérengère Dubrulle, how can we predict macroscopic
behaviour from microscopic laws? Similar questions arise in
statistical mechanics, materials science, and many other ar-
eas of science and engineering (Golden et al., 2020b). In his
talk, Golden gave an overview of recent results, inspired by
composite materials and statistical physics theories, on mod-
elling effective behaviour in the sea ice system over a broad
range of scales (Golden et al., 2020a).

He also discussed how physical sea ice processes influ-
ence microbial communities in the ice and upper ocean and
vice versa. This work is helping to advance how sea ice is
represented in climate models and to improve projections of
the fate of the Earth’s sea ice packs and the ecosystems they
support.

2.4 The climate system from the perspective of
stochastic processes and statistical physics

When modelling the climate system, a stochastic behaviour
emerges due to the sensitive dependence on the initial con-
ditions and the practical impossibility of resolving the pro-
cesses down to viscosity. This makes the stochastic per-
spective indispensable for useful weather predictions, allow-
ing specifically for the estimation of their uncertainty and a
proper interpretation of climate model outputs. At the same
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time, stochastic methods are useful for different aspects of
weather and climate modelling, such as parameterisations
(i.e. the representation of the impact of the processes not re-
solved by the numerical model as function of processes that
are resolved), to model certain behaviours and processes in
the climate system and even to reduce computational costs.
Due to its focus on many-particle systems and the expertise
in connecting micro- and macroscales, statistical physics of-
fers inspiration and practical tools for understanding the cli-
mate system.

As a format break from the other seminars, the authors
interviewed Klaus Hasselmann, who won the Nobel Prize
in Physics in 2021 (Franzke et al., 2022; Bohémier, 2022)
together with Syukuro Manabe and Giorgio Parisi. Klaus
Hasselmann pioneered the development of stochastic climate
models (Hasselmann, 1976) and reduced-order models (Has-
selmann, 1988) in order to detect climate change signals
(Hasselmann, 1993). During the discussion, Klaus Hassel-
mann stressed the importance of his background in physics
for his scientific career and how he opened up new research
fields and jumped to new endeavours when he got excited by
new ideas without ever losing curiosity and a sense of fun
while doing research. His work on stochastic climate mod-
els led to the development of stochastic climate theory and
stochastic parameterisations, now in use in operational mod-
els.

Cécile Penland used Klaus Hasselmann’s model reduction
approach to develop linear inverse models (Penland, 1989).
Linear inverse models are linear dynamical models driven
by stochastic noise. In her presentation, she described her
scientific path and how she started using stochastic meth-
ods. She emphasised the concept of probability as a physi-
cal, conserved quantity and pointed out the necessity of us-
ing this concept more often in climate science. However,
she also stressed that stochastic methods have become more
widespread nowadays.

Roberto Benzi introduced the concept of stochastic reso-
nance to explain past climate variability together with Gior-
gio Parisi (Benzi et al., 1982). In his presentation, he out-
lined the many difficulties and misconceptions he faced when
first introducing the concept in the fields of both climate dy-
namics and nonlinear dynamical systems. In the meantime,
stochastic resonance has been used in a large number of
physical systems.

In his seminar, Giovanni Jona-Lasinio helped us under-
stand the state of non-equilibrium based on macroscopic
fluctuations theory. He argued that non-equilibrium is char-
acterised by a variety of phenomena; thus, searching for a
unique theory, such as the one describing classical thermody-
namics, is prone to fail, and one has to restrict themselves to
subclasses of problems. He pointed out that one of the major
difficulties is defining adequate thermodynamic functionals
in states far from equilibrium, and he showed how large de-
viation rates are useful in this regard. Large deviation theory
is currently applied in climate studies (Gálfi et al., 2021).

2.5 A paleoclimate perspective on the climate system

Paleoclimate broadens our perspective on the climate sys-
tem due to the very long timescales considered. These long
timescales are essential to understanding the dynamics of the
whole system, including the effect of the slow components,
such as the hydrosphere and the biosphere.

Pascale Barconnot emphasised in her talk that knowledge
about past climate states brings us closer to understanding fu-
ture changes and helps us evaluate climate models. Based on
paleoclimate modelling, climate models can be tested under
different conditions than what we experience today. One can
test the effect of using different sets of parameters, applying
different forcings or conducting simulations based on differ-
ent experimental protocols. All this is important in order to
be confident that models can indeed simulate the climate of
the future. The paleoclimate perspective reveals that the var-
ious evolution periods in the history of the climate system do
not just have a distinct mean state but are instead the result of
very different system dynamics, with different internal vari-
ability and feedbacks.

Valérie Trouet pointed out, based on tree ring studies,
the strong interconnection between different climate system
components, discussing the remote effects of the atmospheric
dynamics in the upper troposphere on the vegetation growth
and wildfires at the surface. Furthermore, she emphasised
the devastating effects of fire suppression on the frequency
and extension of Californian wildfires. Disturbances are of-
ten part of the natural dynamics of the system, and altering
their natural occurrence frequency can lead to the opposite of
the intended outcome.

2.6 The human dimension of the climate system

On the one hand, humans are an essential part of the climate
system. Due to the emission of greenhouse gases, land use
and other human activities disturbing the natural balance,
they directly affect the state of the system. However, at the
same time, the state of the climate influences human activi-
ties and societies. On the other hand, the human dimension
represents a huge challenge for modelling the future devel-
opment of the climate system due to the difficulty – or even
impossibility – of describing human behaviour and the evo-
lution of societies based on mathematical equations.

Building upon Hasselmann’s seminal ideas about climate
response and attribution, Gabriele Hegerl gave a retrospec-
tive survey of how ideas such as optimal fingerprinting and
the detection and attribution of climate change were brought
up by her and her colleagues, mentioning Ben Santer and
Klaus Hasselmann among others. The rationale for iden-
tifying causes of climate change was limited not only by
the emergence of an anthropogenic signal but also by the
issue of separating forcings and feedbacks in order to ad-
dress the feasibility of an orthogonal approach to the attri-
bution of changes in specific forcings, e.g. greenhouse gases
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or aerosols. Spatial patterns of the expected forced response
(after Hasselmann) were, in this respect, compared to obser-
vations in order to isolate the role of internal variability. New
perspectives are currently being drawn in the field by start-
ing to apply the ideas of attribution to the investigation of the
impacts of climate change.

In a thought-provoking talk, Hans von Storch stressed the
evolution of the study of climate through the 20th century
and the first part of the 21st century, starting from the con-
cept of climate determinism, aimed at justifying the Euro-
pean colonisation of Africa and Asia, and moving towards a
proper, rigorous, method-based science, relying on CUDOS
principles, and towards the issues of post-normal sciences.
Von Storch suggested that the scientific process has been
challenged by the increasing demand for science-motivated
policies. At the same time, policymakers have been progres-
sively asked to take decisions aimed at addressing climate
change adaptation and mitigation. In this context, the climate
scientist has been required to take a political stance, and mo-
tivating public opinion has been, at times, given higher pri-
ority than producing additional scientific results. Von Storch
then gave tips on how climate scientists may navigate these
troubled waters and what are, in his opinion, the prospects
ahead.

The contributions by Susan Solomon and Eugenia Kalnay
went deeper into how much the interaction between poli-
cymakers and climate scientists is relevant in order to ad-
dress the challenges posed by the changing climate. Su-
san Solomon gave an insightful retrospective on the path
to the Montreal Agreement, which led to a worldwide ban
on emissions responsible for widening the ozone hole over
Antarctica. This is regarded to be a pioneering step in the vir-
tuous interaction between policymakers and scientists, with
scientific evidence motivating the choice of the community
of nations. This step has paved the way to the establishment
of the United-Nations-led IPCC, the recurrent redaction of
the Assessment Reports and the organisation of the Confer-
ence of Parties (COP).

Eugenia Kalnay’s contribution focused on stressing the
importance and urgency of integrating the human system into
Earth system modelling. Not only is this related to an inno-
vative approach to the redaction of socio-economic devel-
opment pathways serving as boundary conditions in Earth
system model exercises, but the human system, according to
Kalnay, also has to be viewed as a module and should be
integrated into the Earth system model via coupling to the
other components, such as the atmosphere, hydrosphere and
cryosphere. The task is becoming more urgent as most of the
world’s population is increasingly reliant on fossil fuel com-
bustion, urbanisation and the continuous increase in gross
domestic product. Unlike the usual approach in the climate
model communities, the Earth system–human system cou-
pling has to be bidirectional and target the specific subdo-
mains. According to Kalnay, the main challenge embedded
in this viewpoint is addressing socio-economic policies, es-

pecially those that involve the modification of the current so-
cial inequalities.

3 This special issue

The contributions to this special issue emerged from the mo-
tivations of either elaborating with more details or comple-
menting the topics discussed during the seminars, which re-
sulted in a collection of both research and review articles and
one brief communication.

A central problem of climate projections, driven by geo-
physical fluid dynamics simulations, is how to disentan-
gle the internal variability of the climate system from the
forced response. The contribution by Clara Deser (Deser
and Phillips, 2023) involves the theoretical reasoning behind
the necessity of implementing large-ensemble model simu-
lations in order to solve this problem. The focus is on three
main aspects: producing large ensembles with different ini-
tial conditions, the role of observations, and the technique of
dynamical adjustment to remove the effect of the general cir-
culation from observed records and to obtain a more reliable
estimate of the forced response. As a case study, the recent
trends in European climate are investigated.

Kalnay et al. (2023) focus on the importance of consid-
ering all components in the climate system for numerical
weather prediction and point to the advantages of strongly
coupled data assimilation improved by machine learning
using models of different complexity. In particular, they
start from a simple Lorenz model by detecting slow and
fast modes of motion. Variational and ensemble coupled
data assimilation methods are compared in a coupled quasi-
geostrophic model (De Cruz et al., 2016), and the ensemble
Kalman filter is chosen for comparing weakly and strongly
coupled data assimilation in general circulation models of
intermediate complexity. Finally, neural networks are em-
ployed to improve the effectiveness of correlation cut-off
techniques in addressing data assimilation with small-size
ensembles.

Michael Ghil and Denisse Sciamarella (Ghil and Scia-
marella, 2023) discuss the relationship between climate sci-
ence and dynamical systems theory. The theoretical concepts
and methods have influenced climate science since the 1960s.
Recently, increased developments benefited from advance-
ments in computing resources and observational capabilities.
The text further explores the contributions of nonlinear dy-
namics and the theory of non-autonomous and random dy-
namical systems to understanding the interplay between nat-
ural variability and anthropogenic climate change, as well as
the role of algebraic topology in shedding light on this rela-
tionship. The review concludes by addressing tipping points
and transitions in climatic behaviour under time-dependent
forcing.

Dorrington and Palmer (2023) also take the dynamical sys-
tems perspective and study the interaction between stochastic
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forcing and regime dynamics in a barotropic β-plane model.
They discuss a rather counter-intuitive result showing that
stochastic forcing can increase the low-frequency variabil-
ity of the system and thus the persistence of certain regimes.
This example motivates us to better understand the impact of
stochastic physics on regimes in full-blown climate models.

Shaun Lovejoy (Lovejoy, 2023) interprets the atmosphere
from a multiscale perspective and reviews the development
of scaling notions in atmospheric sciences. Until the 1980s,
scaling was limited to self-similar cases. However, recent de-
velopments in multifractals and generalised scale invariance
allowed for characterising and modelling strongly intermit-
tent scaling processes and anisotropic systems. These gen-
eralisations are crucial for atmospheric applications. Scaling
is now considered to be a general symmetry principle that
helps define dynamical regimes in weather, macroweather,
macroclimate and megaclimate. Anisotropic scaling systems,
such as atmospheric stratification, require new definitions of
scale to understand structures’ morphologies systematically.
The text also addresses challenges in widely accepting the
scaling paradigm and its implications for alternative scaling
approaches in weather and climate models, including long-
range forecasts and climate projections.

Golden et al. (2023) focus on a specific but very important
problem of climate modelling: the right representation of the
polar sea ice in climate models. Sea ice is a multiscale com-
posite material, exhibiting complexity on length scales rang-
ing from tenths of millimetres to tens of kilometres. They
show how to model the role of sea ice in the climate system
by connecting microscales and macroscales based on Stielt-
jes functions.

The contribution of Jona-Lasinio (2023) is related to the
very important though challenging task of connecting micro-
and macroscales as well but from the perspective of statisti-
cal physics. The author gives an overview of macroscopic
fluctuation theory, discussing large deviation rates in non-
equilibrium physical systems, the differences between equi-
librium and non-equilibrium states, and the applicability of
this theory to the climate system.

The human dimension takes a central role in the brief com-
munication by Hans von Storch (von Storch, 2023). This con-
tribution is aimed at giving a wide overview of the social
implications of climate sciences through recent history, from
climate determinism giving a scientific background to west-
ern colonisation to the ideas of post-normal science and basic
scientific norms, the so-called CUDOS principles of commu-
nalism, universalism, disinterestedness and organised scepti-
cism.

4 Outlook

The online seminar series gave insight into the history of ma-
jor methodological developments to better understand and
simulate the complex climate system. It also highlighted the

importance of fundamental mathematical and physical sci-
ence for making progress in understanding the climate sys-
tem, which was recently prominently illustrated by the award
of the 2021 Nobel Prize in Physics to the climate scientists
Syukuro Manabe and Klaus Hasselmann and the physicist
Giorgio Parisi (Franzke et al., 2022). In particular, Klaus
Hasselmann and Giorgio Parisi used fundamental mathemat-
ical methods to understand climate change. The speakers
in the seminar series and their contributions to this special
issue also demonstrate that, even today, further fundamen-
tal methodological mathematical and physical advances are
needed to improve our understanding of the complex climate
system. Dealing with the additional complexity, which arises
from integrating human behaviour as an active part of the
physical system, requires new groundbreaking tools and con-
cepts. We hope that the seminar series and this special issue
will motivate such further developments.
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available at https://sites.google.com/view/perspectivesonclimate/
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