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(a) Gaussian prior
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(b) Uniform prior

Figure 8: The marginal posteriors with a different set of true values for the parameters. The
marginal posteriors change little from those in Fig. 7.

between p✓0, ✓1q and ✓4 are weakened (Figure 7).

In practice, one is often interested in a point estimate of parameters. Commonly used point
estimators are the MAP and the posterior mean. Figures 7-8 show that both the MAP and
the posterior mean can be far away from the truth for Gaussian as well as uniform priors. In
particular, in the case of the uniform prior, the MAP values are further away from the truth than
the posterior mean. In the case of the Gaussian prior, the MAP values do not present a clear
advantage or disadvantage over the posterior mean.
Table 5a shows the means and standard deviations of the errors of the posterior mean and MAP
from 100 independent simulations. In each simulation and for each prior, we drew a parameter
sample from the prior and generated a trajectory of observations, and then estimated jointly the
parameters and states. The table shows that both posterior mean and MAP estimates are generally
biased, consistent with the biases in Figures 7 and 8. More specifically, in the case of the Gaussian
prior, the MAP has slightly smaller biases than the posterior mean, but the two have almost the
same variances. Both are negatively biased for ✓0 and slightly positively biased for ✓1 and ✓4. In
the case of the uniform prior, the MAP features biases and standard deviations which are about
50% larger than those of the posterior mean. Both estimators exhibit large positive biases in ✓0,
large negative biases in ✓1, and small positive biases in ✓4.

4.3 State estimates

The state estimation aims both to filter out the noise from the observed nodes and to estimate
the states of unobserved nodes. We access the state estimation by examining the ensemble of
the posterior trajectories in a typical simulation, for which we consider the marginal distributions
and the coverage probability of 90% credible intervals. We also examine the statistics of these
quantities in 100 independent simulations.
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