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(a) Gaussian prior
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(b) Uniform prior

Figure 7: Posteriors of the parameters in a typical simulation, with both the Gaussian and the
uniform prior. The true values of the parameters, as well as the data trajectory, are the same for
both priors. The top row displays scatter plots of the samples (blue dots), with the true values of
the parameters shown by asterisks. The bottom row displays the marginal posteriors (blue lines)
of each component of the parameters with the priors (black dash-dot lines), with the posterior
mean marked by diamonds and the true values marked by asterisks. The posterior correlations are
⇢01 “ 0.20, ⇢04 “ ´0.19 and ⇢14 “ 0.57 in the case of Gaussian prior; and ⇢01 “ ´0.23, ⇢04 “ ´0.01
and ⇢14 “ ´0.05 in the case of uniform prior.

what was found for the Gaussian prior. Such differences are due to the different mechanism of
“regularization” by the two priors. The Gaussian prior eliminates the ill-posedness by regularizing
the ill-conditioned Fisher information matrix with the covariance of the prior. So, the information
in the likelihood, e.g. the bias and the correlations between p✓0, ✓1q and ✓4, are preserved in the
regularized posterior. The uniform prior, on the other hand, cuts the support of the degenerate
likelihood and rejects out-of-range samples. As a result, the correlation between ✓0 and ✓1 is
preserved in the regularized posterior because they feature similar variations, but the correlations
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