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Abstract. Understanding the physics of acoustic excitationssitions from creep fronts or slow-slip events (SSE) to fast
emitted during the cracking of materials is one of the long-and sometimes critical ruptures have been reported in labo-
standing challenges for material scientists and geophysicistsatory earthquakes (Rubinstein et al., 2004; Ben-David et al.,
In this study, we report novel results of applications of func- 2010a, b; Ghaffari and Young, 2013; Nielsen et al., 2010).
tional complex networks on acoustic emission waveforms Existing theoretical studies of rupture transitions have fo-
emitted during the evolution of frictional interfaces. Our re- cused mostly on regular rupture to super shear (Andrews,
sults show that laboratory faults at microscopic scales un-1976; Dunham, 2007; Rice et al., 2001).
dergo a sequence of generic phases, including strengthen- Recently, a few numerical models have shown the evolu-
ing, weakening or fast slip and slow slip, leading to healing.tion of creeping faults or SSE into critical earthquakes, us-
For the first time we develop a formulation on the dissipateding the coupling of friction laws with heat and pore pressure
energy due to acoustic emission signals in terms of short{Noda and Lapusta, 2013; Segall et al., 2010).
term and long-term features (i.e., networks’ characteristics) The assumption of a massive thermal energy release is a
of events. We illuminate the transition from regular to slow vital part of the employed coupled equations of the mod-
ruptures. We show that this transition can lead to the onseels. In these models, the weakening of the frictional-rock
of the critical rupture class similar to the direct observationsinterface (i.e., fault) is obviously due to rapid shear heat-
of this phenomenon in the transparent samples. Furthermoréng of pore fluids and does not accord with the aforemen-
we demonstrate the detailed submicron evolution of the intertioned laboratory friction experiments. Some other simpler
face due to the short-term evolution of the rupture tip. As an-models (Kaneko and Ampuero, 2011) — based on state and
other novel result, we find that the nucleation phase of mostate equations — capture essentials of rupture transitions in
amplified events follows a nearly constant timescale, corre-dry interfaces. However, these models are unable to predict
sponding to the initial strengthening or locking of the inter- all features of the laboratory observations. Thus, in the latter
face. This likely indicates that a thermally activated processmodels, the real mechanism of velocity weakening or veloc-
can play a crucial role near the moving crack tip. ity strengthening in terms of friction evolution at micron and

submicron scales is not known (Ben-David et al., 2010b).

In addition to these developments, recent precise labora-

tory measurements have presented new insights into rupture
1 Introduction events with microsecond resolution (Ben-David et al., 2010b,

¢) . Among these findings, universal trends of appropriate pa-
The 2011 Tohoku-Oki earthquakéffy = 9.0) showed howa  rameter spaces (such as displacement versus time or temporal
slow-slip phenomenon can lead to destructive ruptures witheontact area) were of considerable interest (Ben-David et al.,
emerging successive rupture transitions from slow to sub010p). While the short-term evolution of ruptures (and then

Rayleigh and super-shear ruptures (Meng et al., 2011; Maefjction) can be demonstrated fairly well by universality of
cklinetal., 2012; Simons et al., 2011). Similar dramatic tran-
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764 H. O. Ghaffari et al.: Acoustic emissions in laboratory earthquakes

temporal strain (or velocity) profiles, the long-term evolution in the last section and shed light on possible further applica-
of an interface is characterized by the distribution of appro-tions of the discussed algorithm to other sources of acoustic
priate parameters. Among the long-term attributes, one camxcitations.

consider the distribution of waveform amplitudes, the distri-

bution of waiting times between successive events and the . .

long-term evolution of healing parameters (such as contac€ Re€Views of experiments

areas).

To support the aforementioned ideas, we have recentl The detailed experimental results have been reported in

used complex network techniques to extract “hidden” infor_yl'hompson et al. (2005, 2009). Our main data set includes

X the recorded discrete and continuous waveforms of acous-
mation from recorded waveforms as well as reconstructed o

recorded images through simple friction tests of glassy anci'c emissions (AES) using 16 piezoelectric transducers from

rock samples (Ghaffari and Young, 2013). We showed that’ saw-cut sample of Westerly granite (LabEQ1), under tri-

. i . . axial loading. The saw cut was at a°68ngle and polished
functional” networks constructed over submicron events . = .. . . X

. " with silicon carbide 220 grit. Each triggered event had the
(“precursor or foreshocks” laboratory earthquakes) can un-

ravel the possible regime of the rupture, while the changes OFIuranon of 204.8 s (recorded at 5MHz) while the three

. .. main stick-slip events were occurring. The experiment was
dynamic phases of network parameters are correlated with

servo-controlled using an axial strain rate ok30 %s1
weak to very powerful events (cf. the energy spectrum of

events) (Ghaffari and Young, 2013). Here, we explore the(N .10 Hm s* as the loading rate). The confining_stre_ss was
transition regimes of ruptures in Westerly granite—frictional maintained at 150MPa for three reported main stick-slip

. s events, producing 109 located rupture fronts. The second
interfaces. To this aim, we use several network paramete(rJlata set (LabEQ2) contains two main cycles of loading—
spaces, while the energy of the obtained networks (and the Y 9

. . . . nloading (stick-slip) of Westerly granite on an embedded
corresponding acoustic pulses) is expressed in terms of mod- . .
. . i . . hatural fault by loading at constant confining pressure. A
ularity profiles. Interestingly, we find that our formulation

. - . natural rough fault was created using a triaxial loading sys-
based on functional friction networks presents a solution to . - .
) o .. tem with constant confining pressure of 50 MPa and acoustic
dramatic rupture transitions on a laboratory scale. Building
on the evolutionary phases of modularity indices, we also
present a new way of estimating fracture energy where a
glass transition period is matched with a rapid evolutionary3 Eunctional friction networks
phase of module fast growth. Our results on the trends of
fracture energy in different regimes of ruptures confirm re- Building networks over recorded time series from different
cent theoretical and numerical studies regarding the physicsecorded instruments (receivers or observers) has recently at-
of fracture energy. Furthermore, a slip-weakening modeltracted great interest in the analysis of time series from brain
constructed upon the frictional resistivity of the interfaces, activity (Bassett et al., 2006), climate (Donges et al., 2009),
is proposed in which the resistivity—slip rate phase space izonformational dynamics of proteins (Li et al., 2008) and
related to our networks’ attributes. physiology (Bashan et al., 2012). Many methods for analyz-
The organization of the paper is as follows: the second secing the interactions between two or more time series have
tion, briefly, outlines our experiments on frictional rock inter- been proposed (Schiff et al., 1996; Arnhold et al., 1999; Ch-
faces. The third section reviews the proposed method to conenet al., 2004; Napoletani and Sauer, 2008). In the case of
struct complex networks over recorded acoustic signals. Thaingle records, recurrence networks as new tools to analyze
next part covers the features of networks, particularly, sevtime series have been used in many fields of research (Donner
eral parameter spaces and the study of the left-handed asyret al., 2010). A recently proposed network’s meta-time-series
metric shape of crackling noises. In this section, we showconsiders the power of the multi-observation of an event or
that the trend of crack-like ruptures in post-peak behaviorseries of events through different observatories (lwayama
follows a time-weakening mechanism with nearly exponen-et al., 2012). We recently employed a similar (but simpler)
tial decay with time. Section 5 demonstrates the couplingmeta-time-series analysis on the quasi-static evolution of
of long-term and short-term networks’ features of crackling apertures and real-time contact areas (Ghaffari and Young,
noises, which reveals the full energy spectrum of events an@012a, b). Here, we describe the construction of a network
their transitions. Section 6 introduces effiective tempera- on each time step in which the nodes correspond to acous-
ture model for the fast-slip phase of a single event, while tic sensors where any elastic excitement induces voltage-
the results of the model explain the left-handed asymmetridluctuations in them. We show that the nature of piezoelectric
shape of acoustic crackling noises. We show that for silicatesignals can be quantified through this new tool, resembling
rocks this phase has a shorter duration than for cement anghain features of instabilities at submicron scales. We note
poly methyl methacrylate (PMMA), indicating a direct rela- that these functional friction networks are not physical net-
tion of network parameters with fundamental mechanical pa-works; however the underlying functionality of constructed
rameters of materials. Finally, we conclude with our resultsnetworks correlates with the main mechanical features of

emission feedback control.
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friction instabilities. We use the word “functional” to distin- 3.2 Network parameters
guish our networks from the possible ones constructed over
particles’ interactions (such as force networks in granular/n this work, we apply some of key network measures. We

materials). will use some of these metrics to introduce phase diagrams
and for further interpretation of obtained results. Each node
3.1 Network construction is characterized by its degrég representing the number of

links, and its B.C (Newman and Girvan, 2004):
Here we review the previously introduced algorithm (Ghaf-

fari and Y , 2013). This algorithm includes the followi N (i)
f%réz?epgung ). This algorithm includes the following B.C, = ; Z pﬂ’ @
' (N-D(N-2 h Ohj

1. The waveforms recorded in each station are normalized. hst joh i, j i

2. Each time series is divided according to maximum seg-;, \vhich pnj is the number of shortest paths betwéeand
mentation, in a way that h ment incl ne an
entation, in a way that each segme cludes one a d, and ,o;l’j) is the number of shortest paths betweéeand

only one data point. We consider each recorded point], . .
in each waveform with the length afay = 204 ps. The j that pass through. To describe the correlation between

Jjth segment fronith time series (ki < N) is denoted the degree 9f_ a nodiﬁ?itg;ejegreeg of neighboring nodes,
by xJ (¢). N is the number of nodes or acoustic sensors.the assortativity;, = —> == =, is defined as the Pearson

We put the length of each segmentamit. This essen-  correlation coefficient of the degrees at both ends of an edge.
tiality considers the high temporal resolution of the sys- j; andk refer to the node degrees at both ends of the same
tem’s evolution, smoothing the raw signals with 20-60 degree. Herex< ... > denotes average over the number of
time windows (for Lab.EQ1 & 2 it is equal to 1-3ps).  links in the network (Newman and Girvan,2004).

The network’s modularity characteristic is addressed as
the quantity of densely connected nodes relative to a null
model (random model). The main diagnostic in this work is
the Q profile The modularity is the result of some optimiza-
tion of the cluster structure of a given network. The modu-
larity Q (i.e., objective function) is defined as (Guimera and

4. Threshold level £): to select a threshold level, we use Amaral, 2005; Newman, 2010):
betweenness centrality (B.C) — see Eq. (1) below for the Nu [ d\2
S S
s (& 2
[ - (52) } , @

definition of this property. In Fig. 1d of Ghaffari and ¢ = Z
in which Ny is the number of modules (clusters),=

3. x"J(¢) is compared withx®/(r) to create an edge
among the nodes. I#(x"/ (1), x5/ (1)) <&, we set
a;ix(j) =1 otherwisea;r(j) =0, wherea;;(j) is the
component of the connectivity matrix and(-) =
|x7 () — x*+ () | is the employed similarity metric.

Young (2012b), we showed that selecting the threshold )
level by using the minimum variation of B.C versyss
equivalent with finding the most stable structures in net-
works. We note that the truncation level (or an interval %Zki! Isis the number of links in module “s” ant = Yk}
of that) determines the characteristics of the network. '
If it is extremely small, the nodes with weak similar-

l
(the sum of node degrees in module s). We use the Louvian

ity are also connected (“fake connection”). As the value &/90rithm to optimize Eq. (2) (Blondel et al., 2008), which
of & increases, the number of links becomes smaller Nas been used widely to detect communities in different com-

Since friction networks are dynamic networks, we pre- plex networks. Then, in each time step during the evolution

fer to use a dynamic threshold parameter rather than & Waveforms (here~ 200 us), we obtain @ value. The
constant threshold level. temporal evolution ofQ values in the monitored time inter-

val forms theQ profile. Q profiles carry generic universal
5. Increase the resolution of visualization: knowing that timescales, likely distinguishing microsecond-scale details

functional networks generally reveal a good perfor- of microcracks. Regarding the wide range of applications of
mance for a small nhumber of nodes (Donges et al.,acoustic emissions and their observation in an extraordinarily
2009), we increased the size of the adjacency matridarge number of experiments, finding such a universal frame
with the simple interpolation af using cubic spline in-  on complicated emitted waveforms is very important. This
terpolation. Further analysis shows that the method isapproach likely presents a road to draw a universal picture of
nearly insensitive folV > 15. The increase in the num- acoustic emission sources, close to the mechanisms of break-
ber of nodes to 50 generally did not change the resultdng or deforming atomic bonds.
presented below for the acoustic-friction networks and Finally, the number of triangles centered at a neda
merely increased the visual quality of the results. the constructed networks, denoted By is used to define

the clustering coefficient; = % Based on the intro-

duced measures several parameter spaces will be employed

www.nonlin-processes-geophys.net/21/763/2014/ Nonlin. Processes Geophys., 2177632014



766 H. O. Ghaffari et al.: Acoustic emissions in laboratory earthquakes

a or asperity is the possible explanation for this stage. The du-
ration of this phase is 4-8 us. We note that this phase cor-
responds to an initial strengthening of fault, which imposes
2 an obstacle for rupture growth. The duration of this phase is
much shorter than the other following generic phases. The
% T o - sudden release of energy — stored during a few microseconds
Tonil fogB.c>" — likely dictates a rupture dimension and rupture regime.

Later, we will use the inverse of th@ profiles to magnify
the first phase as the nucleation—deformation phase.

The second phase is characterized by a fast growth of mod-

n
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. o
< # 0
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. o
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#modules

I e iw ularity (Fig. 1a, d) and increase in the number of modules
NE .;.%r?b,rn e i (Fig. 1d). As we have shown in Ghaffari and Young (2013),

R g : w0 the rate of this rebounding phase is scaled with the maximum

Tme ) value of modularity. The collapsed data set for this phase in-

Figure 1. Evolution of rupture fronts in a rough faula) Q pro- dicates a universal generic dynamic, which is confirmed by

file resulting from the mapping of acoustic waveforms from a reg- & constant value of the power-law coefficient~ 1.5+ 0.3

ular event, including the four main evolutionary phases (Ghaffarifor both Lab.EQ1 and Lab.EQ2 (see Supplement of Ghaf-
and Young, 2013; Ghaffari et al., 2014). Two sharp transitions fromfari and Young, 2013). The duration of this phase is 25—
phase | to Il and from phase Il to phase I(b) The scaling of  35pus. The possible mechanism beyond this phase is the fast
log <B.C =1 with the temporal average of the mean number slip of the interface, which is arrested or damped at the end
of triangles per node< 7 >) differentiates three main clusters: of the phase. It is important to understand why the dura-
<T > xlog<B.C> * (see also Fig. 2a), ar(d) higher time av-  tion of this phase is nearly constant for both experiments
erage assortativity scales with higher modularity value, with a sepawhile the general loading conditions are different. We will
ration of events with high modular values, characterizing slow-slip show in Sect. 6 that this timescale is different in cement
ruptures. The colors itb) and(c) show the events’ sequences, Cor- (concrete). Then, we infer that the fast-weakening phase is
responding to time(d) Evolution of number of communities fora 5 oparacteristic of tiny ruptures with strong dependency on
regular event. The blue and red profiles are raw and smoothed da&ehe molecular/atomic structure of materials. Assuming a ve-

points, respectively. We have used Levenberg—Marquardt algorithn1OCity range of 5-500 um%l for phase II, we obtain a max

to define the best fits. . . o
imum displacement of- 150 pm—15 nm. This simple calcu-
lation shows that tiny-amplified events are closely related to

to analyze the structures and the possible physical mechahe failure of the atomic bonds of heterogeneities and asper-
nisms behind the obtained networks. Parameter spaces sudis. From this perspective, emitted noise from the failure
asc—, C—B.C (ork—B.C) have been previously used widely Of chemical bonds in the vicinity of a crack tip should be
in studying a wide range of networks (Donges et al., 2009;strongly scaled with the molecular structure and forces be-

Ghaffari et al., 2013; Guimera and Amaral, 2005). tween them (leading to cohesive forces or surface energy).
The maximum displacement at the end of phase 1l changes to

1-5 um if the frictional slip rate increases to 50-100 mrh s
4 Network parameter spaces of AEs events (the reported value for PMMA in Ben-David et al., 2010c).

This shows that the recorded precursor events encode a dis-
Our algorithm results in a typicad profile for each single placement magnitude at the range of pico- to nanometers
event (Fig. 1a). This profile presents some basic features of éand at most micrometers), demonstrating possible nano-
single event as the result of the breaking of an asperity. In theearthquakes in terms of displacement of the interface.
following sections, we show how the temporal evolution of The transition to the last evolutionary phase (phase V)
the modularity index represents generic dynamics of a singlavhich results in a decreasing modularity is accompanied by
asperity failure, including information on nucleation, fast- an unusual gradual decay of the communities (phase Ill). We
deformation and fast-slip parts. Inspecting over 8000 eventwill use a theory of glass transition employing an effective
from Lab.EQ1 and Lab.EQ2 reveals that the general evolutemperature model to explain the emergence of this phase
tion of Q profiles is universal, imprinting nearly constant (see Sect. 6). The last stage is generally a decaying phase, in-
timescale characteristics for each evolutionary phase (Ghafdicating a slow-slip phase. The rate of the slow-slip phase,
fari and Young, 2013; Ben-David et al., 2010c). The main Q,y, scales with the maximum recorded modularity at a
evolutionary phases, which can be seen from Fig. 1a, are alsate] Q'|V] o OhaxWheren is nearly constant for the regular
follows: phase | is characterized by a rapid drop of modular-events (see Supplement of Ghaffari and Young, 2013). Reg-
ity reaching the overall minimum value @f(r). Considering  ular events are events with a rupture speed below a thresh-
that the laboratory earthquakes are in near field, approachingld level (Rayleigh velocity). Furthermore, a rough scaling
the crack front, the deformation or crushing of the “node” between the rate of the first phase and the last phase was
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bl the transition from the R3 to the R2 class is accompanied by
. a change of the sign ¢f from positive to negative.

Furthermore, we investigate the asymmetric nature of
crackling-noise pulses in terms @f profiles. The average
skewness ofQ profiles as an asymmetry measure can be
quantified by (Eq. 1 in Zapperi et al., 2005)

R1

1004 0w 1001 o
log<B.C> Skewness

. ﬁx "X O (1) (t — 1)3dr -
= 3/2°

Figure 2. Asymmetric nature ofQ profiles from LabEQ2. [ﬁx Q1) (t — ﬂzdt] !

(a)log < B.C>"~—Q plane with three distinct classéb) The av-

erage skewness of th@ profiles scales withD, indicating a smaller in which 7 = -1 émaXQ(t)tdt is the modularity-weighed
1

positive skewness of pulse shape for events from the R3 claiss. Thﬁwean andmax = 204 ps. In Fig. 2b, we have compared the

size of the squares corresponds to the intensitpgk B.C> = gkewness with the mean modularity for the Lab.EQ2 events.
colors show the sequence of events. The data show an inverse correlation of the leftward asym-
metric shape of the acoustic waveforms with the regime
of ruptures indicated byD. This is a universal feature of
found (Ghaffari and Young, 2013)Q|v| - |Q'I‘—V, where “crackling-noise." systgms which have been allocated to thg
v is slightly larger for slow-slip events. Note that formal hy- nature of the dissipation energy, such as eddy currents in
pothesis tests and alternative models are not applied here diATkhausen noise (movement of magnetic domain wall) or
to the small network size. To get a spatiotemporal evolution-threshold strengthening in moment rate profiles in natural
ary picture of the recorded events (and then relatively long-£arthquakes (Mehta et al., 2002; Zapperi et al., 2005). We
term evolutionary patterns of ruptures), we use the mean valconclude that a Ia'rge devllatlon from symmetry Is _the sigha-
ues of network diagnostics. Applying this idea to Lab.EQlture of ruptures with rglatwely high energyland crltlcgl rup-
and Lab.EQ2, we recognized several correlations among nefdeS, while approaching a less asymmetric shape indicates
work attributes (Figs. 1b, ¢ and 2a). ruptures Wlth lower energy. Then_, understapdlng the details
The parameter spaces shown in Fig. 1b and ¢ cIearI)Pf the microsecond-scale evolution ¢f profiles helps to

display three main classes of events. In Fig. 2a, we showfvaluate the general shape of crackling noise.
one of the parameter spaces for Lab Ede'T_l Next, to understand the role of the main deformation phase
P b Epg<B.C> ~ — I, we define a parameter of resistivity against moti@®n=

v%h I—:erea&er,; 'r" Tr:e;e:f :O th(\a/ a;vezﬁge \?Vrertirar:” ngdfsr, I_le)r , where Qnorm = % (Qo is the equilibrium value of
ereas the bar sign denotes averaging ove &. o eQ(tﬂrﬁ. In Fig. 3a, we show the& profiles from Lab.EQL.

ﬁgglﬁa?.',{ghtc\;".ixgrsmogg% ; ?ng d>,|az:_ttrqgsc|)tg;rérfrg(rjn Elgrhthem Fig. 3c, we also display the distribution of events from
uianty to 1 : ularity 1 ved. Lab.EqQ1 in a normalized spad&); — Rmax indicating a

saw-cut experiment, we found a unique separation of Som(:f)referred timescale of 2-5ps for the first phase and for
events, providing a slow deformation (R3 class) with re- mostof the events

spect to the duration of phase | and a similarity to the phase A : " .
. . e pproaching the critical stage and subsequent fast-slip
IV (Ghaffari and Young, 2013). A similar transition is ob- phase can be quantified by the parametgr— ’,‘;mix,;RO

. 1 — -
_Sefvﬁ_dh'n< r>- L?g <B.C> amlj Q—Ta (Flgb- 1b,fC)_. (Fig. 3a inset). This parameter is similar to the seissriac-
in which < T > is the spatiotemporal mean number of trian- ;. . Tp—T0 . . D

P p tor: Ss= =2 — (Andrews, 1976; Dunham, 2007; Rice et al.,

gles centered at each node. We r.ecognizle_ thr.ee main CIUSteﬁ?)Ol), which is defined over shear strength variations during
of events: R1, R2 and R3. In this classification, the trends, period of shear displacement, whepe 7o and, are the

of parameter values within the clusters are considered. Obr‘naximum, initial and steady-state shear strengths, respec-

viously, one can also use simple clustering methods such 3fvely. It has been widely discussed (Andrews, 1976: Dun-

K-means cIL_Jstering, a self-organizing feature map or otherham, 2007) that the value o could be used to determine
data-clustering algorithms (Ghaffari et al., 2013). The Rly,q regime of rupture; for instance it has been shown that

phase contains events with relatively high energy, while reg-, super-shear rupture may occur below a critical value of
ular events with intermediate energy are assigned to the R%S < Sc (Andrews, 1976). In other words, with increasing
class. The R3 class has alonger evolutionary phase | and reRr yhe nrobability of “critical ruptures” decreases, and the
resents longer and (on average) weaker events, indicating @gime of the rupture approaches regular and slow ruptures.
slow-slip phenomenon. Based on Figs. 1b and 2a we infej, Fig. 3d, we show thasg scales withOmay, representing
approximate power laws describing the scaling of networkruptureS with smalle@max that hold higheSg. On the other

. X . .

properties for the recorded eventsT > |091< B.C> hand, generally smalle@max indicates weaker and slower
andQmaxx E77, inwhichE =log<B.C> ", andx and failures at submicron scales. Consequently, we canSyse
x are nearly constant exponents for each class. Obviouslyfor a possible classification of rupture fronts.
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_— fr . Figure 4. Companng Eq. (4) with the experimental data from
10 PR °e X S T Lab.EQ1. A comparison of the phase space of precursor rupture

I SR e S LT T empeg fronts from smooth-rock interfaces in terms of the rateQopro-

5 8 Ve lPe & DLl 7 X S . L -
ce e se fo o0 ® files and resistivity between experimental data (blue) and modeled
R 1 S el Seents L friction (red).
° ® ® b4
L ] O :
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time or fast-slip duration. As Eq. (4) is in time domain, how-

Figure 3. “Resistivity” against interface motion and the onset of slip €Ver, it presents a quite similar phase spacgt@ion — u
weakening at microsecond resoluti¢a) The reciprocal ofp pro-  (friction—slip rate) in Sone and Shimamoto (2009). We ratio-
files is used to magnify the evolution of the first phase. We assumenalize this similarity to micron and submicron rupture fronts
that the resistivity against the slip is inferred from the reciprocal when considering a time-weakening constitutive law, which
Q values. We show- 30 arrested rupture fronts from Lab.EQ1 and prescribes that a fault's resistance weakens with increasing

their normalized resistivity parameter (inset: a simplified form of time over a characteristic timescale (see Andrews, 1985, for
the resistivity profile parameters to illustrate the definitiorSg$. more information).

(b) Events inRnorm — Q plane.(c) A nearly constant exponent|
in R o« Rihax represents a generic dynamics of the first evolutionary
phase, indicating a failure or deformation timescé®.Events in
Sk — Omax parameter space indicate that events vwitiax show

smaller & value (events from Lab.EQ1). ) and(d), the colors In this section, we use some of the previously derived re-
show the sequence of events. Earlier events are blue and the finrrll :

ones are orange. Slopes of 1 antl for the coefficients of approx- ations to establish a possible link with the energy of rup-

imate power laws between the shown parameters are displayed fc;pres. Moreove_r, we estimate fractgre energy ba_sed on the
reference. revealed evolutionary phases’ durations. In fact, this assump-

tion implies that acoustic energy release during a rupture
. o ] phenomenon may be assumed to be proportional to the dissi-
The RnomrQ plane reflects a similar acceleration— naied energy. We develop an energy term for the fixed mon-
deceleration phenomenon in frictional interfaces under highioreq time interval based on the rate of modularity evolu-
velocity (Fig. 3b) (Sone and Shimamoto, 2009). Hereton, e assume that a friction network and its energy evolve
Rnorm (Rnorm = 7c) is the normalized value of the resistivity quring a time interval and through the aforementioned dis-
profile andRo is the equilibrium value oR(z). To fitamodel  tinct phases. We investigate the accumulation of energy of
in the Rnornr—Q plane (Figs. 3b and 4), we use the fact that the system by calculating the rate of variation of commu-
the duration of the second phase (“fast slip” or slip weaken-jities in each generic phase. Then, we combine the short-
ing) is nearly constant for “regular” ruptures. In addition to tgrm parameters of an event (i.€, profile) with the long-
this, to fit a proper function we use studies in which the slip term trends of distinct events. We also speculate that the
rates of frictional interfaces are related to the frictional re- energy of functional networks in terms of the evolution of
sistivity and also involve the acceleration and deceleration of.ommunities can be purely expressed in terms of three-point
faults during fast-slip rates (such as Egs. 1 and 2 in Sone ang|psed loops (triangles). In Xu et al. (2008), Milo et al. (2002)
Shimamoto, 2009). This leads to and Alon (2007), an analysis of motifs of different networks
R = Ro+ A(Rp — Ro) explIn(0.03)1 /1c], @) proved t_hat th_e functionality of networks was correlated with
the motif profiles. If the energy of a system could be ex-
in which Ro(Q) = exp(—Q/ O, Rp is the maximum of re-  pressed in terms of motifs, we can expect that the motif’s
sistivity and: is time. We find that. ~ 70 us, Qc = 0.004  frequencies are associated with the energy spectrum of the
and A = 4 approximate most of the recorded experimentalsystem. Here we do not extend our calculations to other types
results reasonably well (Fig. 4). The presented relation essersf motifs (such as open triangle or different four-point mo-
tially involves two main parameter®, ands. Considering tifs). However, we conjecture that finding proper relations
that ¢ includes some dead time and the first-phase duratiorbetween motifs and other network parameters can provide
in Q profiles, we estimate thdtc)rea~ 11, i.€., weakening  similar (but not identical) expressions of the energy of the

5 Rupture energy based on modularity rate
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system. It is noted that the energy of networks has beerransitions from R2 to R1 or R3, the sharpness of the transi-
studied previously, where an energy term was derived basetlon from R2 to other classes and the evolution of R3 class,
on vertex degrees, global properties (such as the sizes akspectively. Remarkably, the transition from R2 to R1 (or
network components) and number of modules (Palla et al.R3) when approaching > 0 shows a transition from a min-

2004). imum E, indicating a jammed regime of the rupture. The
In Table Al, we summarize the parameters employedammed state of the rupture is important to understand in
in our calculations. Considering T > «log < B.C> ”, terms of network parameters because it can arrest the rupture

|Q|v| - Qmax and Qmaxoc 7 with E=log<B.C> 1, as it propagates in the energy landscape. The same behav-
ior is observed whew — 0, where the transition from R3

we find <7 > o | Qv | . We approximate the kinematic to R1 is trapped in a jammed state (not shown). Moreover,

energy of the system in terms of the energy of each evoysing the results presented in Ghaffari and Young (2013),

lutionary phase (shown in Fig. 1a) @ profiles: Esystem~ we conneck 7 > to the remote stress (strain) field. To this

E\+Eyj + Ey + Ey. We also assuméy o 03, which  end, we us@ o exp(—k Faxia) and 0 oc £, which yields

leads toEy x<T > 7 . This assumption is due to the 109<T > o £% Faya, wherex > 0 andn are scaling expo-
similarity of @ profiles to the recorded strains (normalized NeNts.Faxial represents the external axial loading stress as the
displacements) (Ben-David et al., 2010b). Ignoring the thirddriving force (boundary condition). For the R2 clags< 0),
phase, we estimatg| o« 07 and get the first and the fourth decreaS|ng<fT G COhffleSEOHdS t; fin mcreasmlg external re-

Y mote stress field, while the trend &fT > is similar to Faxia
contributions the _ezr;fzrgy i u3|r1(£|)\(/l|+§>)< |QI| - leading for x > 0. To make use of this scaling relation, we substitute
0 Esystentx<T > * (1+<T > * +Ey). Thelast log<T > x %Faxim in the energy term, yielding

term (the second term ifisyster iS expressed); o QII x<
-1

2Ly

T >27az | whereas is a constant fomost of the events. ~{ xk > Xk Zymag
Given these considerations, we find E'systenfX (7 Faxial + 1) + (7 Faxial + 1) . (6)
—  (@nA+y) . .
Esystemox< T > = (1+ <T> =« )+<T >2>f'“'2 ®) In the next step, we summarize two reg|mes for the slow-

) ) . . . fronts class (R3): ) when x is high, Esystem—> const,
in whichz, A, ¥, a2 > 0, representing the kinematic energy and @) when x is small or F is high, ER3.
of the pulse in terms of) profiles. In other words, the energy 2riy adal 9 SyStem
of the waveforms is expressed by motif frequency and some("72 Faxia) # . Itis noteworthy that in the presented results,
exponents. x Is treated as the order parameter.
When x < 0 (R2 regime in Fig. 1b), increasing the num-
ber of triangles leads the system to a new energy level as

the minimum upper bound of RE=T= =M o T » =2 6 Effective temperature model for microcracks

systemy <0

+<T >ﬁ. We denote this upper bound as the transitionIn this section, we use an approach suggested for the (aver-
point from R3 to R2 (Fig. 5a). In other words, we have found age) left-hand asymmetric shape of avalanches in crackling-
that the kinematic energy at the transition point (R3 to R2noise systems. Based on this approach (Mehta et al., 2002;
and vice versa) changes dramatically, resembling a first-ordeZapperi et al., 2005), the asymmetric average shape of the
transition. The obtained result is similar to the direct obser-avalanches is due to the role of the energy dissipation pro-
vation of the transition from sub-Rayleigh to slow-rupture cess (the eddy currents in Barkhausen noise and the strength-
mode (Rubinstein et al., 2004; Ben-David et al., 2010a, b;ening threshold in seismic moment signals). Here, we use a
Ghaffari and Young, 2013; Nielsen et al., 2010). Approach-variant of the energy dissipation phenomenon in frictional in-
ing x = 0 has another interpretation, comparable with reach-terfaces, originally proposed in Ben-David et al. (2010c) to
ing the R1 (critical ruptures) class. Crossing the energy barexplain the abnormal drop of the phase Il (Fig. 1a). The in-
rier at the singularity of this model can be interpreted asterpretation is as follows: a fast short-time fracturing (phase
the generation of a high-energy rupture, i.e., a signature of) induces a very fast increase in the temperature of a tiny
R1 class. This interpretation is similar to the observation of“process zone”, which cools within a typical time. The main
super-shear ruptures in PMMA (reported in Rubinstein et al.,component of the theory is that the whole fracture energy
2004). In Rubinstein et al. (2004), it has been experimentallyis transferred to heat in the process zone. This can be as-
shown that acceleration of sub-Rayleigh rupture fronts to-sumed as an effective temperature approach, well described
wards Rayleigh velocity bifurcates into two different fronts: in annealing—embrittlement phenomena (Rycroft and Bouch-
slow ruptures and super-shear ruptures. binder, 2012). Based on this theory, the annealing period is

Assuming the independence of scaling exponents fronreflected in the form of a fast-slip phase, and the immediate
each other and approaching— 0, the R3 class vanishes strengthening stage is embrittlement (i.e., phase IQ ipro-
(Fig. 5a, green line). We conclude thiatr andy control file). The increased temperature with respect to a reference
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i = casel
m— case2
m— casel
= cased
# datas

0
X

Figure 5. Rupture transition using the energy@fprofiles.(a) Variation of the energy with the exponentdnT > « log < B.C. =L shows
a singlularity aroundy = 0 in which a transition fromRz to Ry occurs for< T > =10.Case lrn =A=y =1, 0 =2;case 2r =1 =1,
y=5a=2;case3rn =2, r=y=1a=2;casedr =y =1,A=0.01, ¢« =2;case 57 =y =1,A =5,a = 2. (b) Dependence of the
energy onr and< T > for case 1.

temperature (room temperature) for the 1-D case with immi- 3000
nently released energy as the source is given by Ben-David
etal. (2010C) 2500

®  G=9*10"Jim?
*  G=5'10"m?
e G=210"m?

ATiemp = —erf( (7 2000

I —h h
erf —)],
4pcph [ («/4DTt) VA4DTt B
in which 7 is the thickness of the process zone in which the T'(°C)1500r
energy rapidly dissipate®)t is the thermal diffusivityI" is

the energy released in phase | (or fracture energy)rand 1000
the cooling time. As a first-order approximation, we estimate
t as follows: 500
r2 ) ] :
e © =4(ATpcy) mDr, (8) % 02 04 06 08 1
Time(s) X 10-4

where ® is a constant value for a given material. From
the previous section, we assumes . Since Qy 0(%, Figure 6. Transition to the “rubber-like” phase using a 1-D
we discoverQn o % = ElslystemO( I'% Then Esystem in- heat-diffusion model for a submicron process zone. e 5 x

2 .
directly includes the fracture energy. The implication of 10" 2 (Lockner et al., 1991), the duration of the second phase
. . . t ~ 25 us is satisfied.
the obtained relation is remarkable when we analyze the
fracture energy variation while considering the rupture
velocity regimes: Efygemo < T =M - vieldingr oc

the R3 to the R2 class) and in the slow-rupture class, the
=T =%

. Consideringy < 0 indicates that decreas- rate of energy dissipation is low. The latter conclusion has
ing < T > results in increasing the rupture velocity (i.e., been proven numerically in Braun et al. (2009) and recently
< T > x EX in parameter space). in Bouchbinder et al. (2011) through spring-block models. In
The obtained result is comparable with the results of sev+ig. 6, we show how the temperature of the process zone at
eral investigations regarding the weak increasd ofvith submicron length scale can rise above the melting tempera-
rupture velocity (Freund, 1979; Livne et al., 2008). Note ture and the glass point of S}OThe employed fracture en-
that this conclusion is based on the assumption of conergy remarkably agrees with the values reported in Lockner
stant stress drop which corresponds to a constant value foet al. (1991).
AQ = Omax— Omin- We also can extend the concept of the  To confirm the nature of amplified events and their rela-
rate of energy dissipation to the “slow class” regime (R3) totions with our formulation, we tested some tiny events from
study how fracture energy changes in the slow-slip regimetwo well-studied experiments. The first experiment was a
In this case,x > 0 and decreasing: T > yields decreas- double friction test including gouge materials sheared be-
ing . In other words, far from the transition point (from tween two steel plates (Mair et al., 2007). Events emitted
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Figure 7. Duration of the second phase in two different experimeasdouble shear text as reported in Mair et al. (2007), where quartz—
gouge materials are sheared between two steel plates. The duration of the second phase is about(BpY&e$orms from concrete

samples as reported in Katsaga et al. (2007) show a longer fast-slip phase. This is due to the nature of C—S—H bands, and the microcrack
involve bond breaking and bond rearrangements at the crack tip (Buehler and Keten, 2010).

from angular quartz sand reflect a similar fast-slip phasepossibility of the thermally activated nature of submicron in-
duration to Lab.Eg.1 and Lab.Eq.2 (Fig. 7a). The secondstability in the tip of moving crack tips. Moreover, we for-
additional experiment used concrete samples (mainly Portmulated the energy of the networks (and thus the kinematic
land cement) (Katsaga et al., 2007). The results reflect aboutnergy of the system) based on the rate of change of the mod-
~55-60 us duration of the fast-slip period, 2 to 3 times ularity. This enabled the inference of a possible relationship
longer than in other silicate-based rock tests (Fig. 7b). Conbetween the remote stress field as the driving field and the
sidering the fact that the toughness of concrete is higher thatemporal average modularity comparable with the quantified
for silicate-based rocks (SiOis the dominant mineral in experimental results. As a result of our novel formulation, a
granite, basalt and some sandstones), we assign this featusengularity in the transition from slow ruptures to the sub-
to a longer fast-slip stage. This can also be due to additionaRayleigh class (or vice versa) was found which is compati-
sources of energy propagation involved in colloidal systemsble with the recent direct observation of rupture transitions in
(such as cement and some polymers) as they include bonglassy materials.
breaking and bond rearrangements at the crack tip (Buehler In fact, our results regarding the classification of micro-
and Keten, 2010). Then, our effective temperature model sucevents are in full agreement with the rate of the fast-
cessfully matches with the released energy during microcweakening stage (rate of fast decrease of shear stress in the
racking, well coupled with the details of cracking bonds and course of weakening): the faster-weakening phase correlates
other additional sources of energy dissipation at the molecwith fast-rupture velocity. This scenario is possible in two
ular/atomic levels. In summary, we speculate that materialsvays: shorter weakening time and/or stronger stress drop.
with higher plasticity (and thus high resistance against crackrom another perspective, we speculated that the duration of
ing) imprint a relatively longer fast-weakening stage. the fast-slip stage is nearly the same for the most dominant
events. We provided a simple explanation for this invariant

. signature using an effective temperature model previously

7 Conclusions applied to PMMA (Ben-David et al., 2010b, c), which illumi-

In this study, we presented novel results on a proposed apljates the role of fracture surface energy in the duration of this

proach of functional friction networks. The results suggestphase' The rate ofimmediate healing after the pegkiefis

that the micron (and submicron) rupture fronts imprint crit- also explained with this simple model. However, some ques-

ical scaling exponents in various scalar network parame-tlons "?eﬁf'b“’ .bf mvisggattehd '(;] ;ng:re ?f;a”ti'. gmﬁng then&,
ters, comparable with the possible slow and regular deforON€ Mignt be interested in the details of the third phase (sud-

mation or “earthquakes”. We showed that the complex shapéjen Eea}mg), V\{hzre the rate ﬁf h:alltrLg eqdua!s tht?]t (t)f tthe faslt-
of waveforms during cracking reflects a multiscale physi—Wea €ning period oris even higher than during that stage. In

cal process involving the onset of cracking, microseconds-thIS (iase, we V;"." deTl W't:: pulse¢|kte rup;';]ure_s ;Nh'd;.'mp”m ¢
scale initial strengthening or microdynamic loading, fast- nearly Symmetric puise snapes. Yet anotherintéresting aspec

weakening, re-embrittlement and healing phases would involve investigating the details of the evolution of the

Our method is the first known network-based algorithm Iﬁ;t-wegzeglngtst?r?e. \f?Ve texfpsct o sieet'sc')tmetr;ﬁnllneaﬁtt)'/ n
that uncovers such details of crackling. For the first time, IS period due 1o the etiect ot hyperelasticity at the crack ip

we observed that the initial strengthening phase for most o s well as du_ct|le_ cracking. Another tempting aspect WO[.JId
the events exhibits a constant timescale, which suggests thlgvolvelnvestlgatlng the few-tens-of-nanoseconds-resolution
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data of the initial strengthening stage. The idea is that, assum- In summary, this work demonstrates that network theory
ing a maximum strength of an asperity (or a single contact)has a great potential to analyze and extract new information
of ~MPa and loading time- ps, we reach a few hundred from laboratory experiments featuring full waveform AEs.
GPal/s loading rate. This loading rate is enough to pulverizeThe interpretation of network parameters in light of nearly
the asperity, which produces a few micrometer-sized gougeonstant evolutionary phases has the potential to be a very
particles. Under this extreme rise of load — which occurs neauseful indicator and provide new insights into the evolution
a moving crack tip — real solids show strong nonlinearity in of rupture tips. The techniques and approaches described
bulk modulus parameters. It would be interesting to exam-here have significant potential in terms of their application
ine how the initial phase likely affects the second and otherto AE events originating from conditions such as complex
phases. boundary conditions, fluid-driven fractures, noise coupled
processes such as thermal-mechanical cracks, events from
high temperature and high pressure (multi-anvil tests) and
crackling noises from sheared granular materials or disloca-
tions. Furthermore, from a network science perspective, this
research featured relatively simple algorithms for the con-
struction of the functional networks. Future approaches could
include the use of more sophisticated, weighted networks and
directed graph theory to better elucidate the behavioral pro-
cesses and transitions from micro- to macroscale fractures.
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Appendix A

Table Al. List of parameters used in this study.

Parameter

Description

o= A mE N > 8

axial

—

Degree (number of links) of node

Global clustering coefficient

Skewness of modularity profiles

Spatiotemporal mean of the number of triangles attached to each vertex. Spatial average is on all nodes
and temporal mean is on the short-term monitored interval.

Spatiotemporal average of betweenness

Maximum modularity value in the time interval in which the evolution of waveforms is monitored
E=log<B.C >t

The rate ofQ(¢) for each generic phase in tig profiles

R profiles as the reciprocal @ profiles. We use this value fdace emphasis on the first evolutionary
phase as the nucleation and main deformation phase of microcracks.

Power exponentirc T > oclog < B.C = *

Power exponent i o« Oflax

Power exponent i@maxx -7

Power exponent ifiQy | oc Ofax

Power exponent ihQyy | o | Q]

Power exponent itk o Rhax

Sum of energy of the generic phasegrprofiles

Coefficient inQ oc exp(—k Faxial)

Power exponent iQ oc 27

External axial load as the driving force of the system

Fracture surface energy: onset of cracking is satisfied when fracture energy meets Griffiths’ crack criterion.
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