Nonlin. Processes Geophys., 17, 38689 2010 4 "K Nonli P
www.nonlin-processes-geophys.net/17/361/2010/ GG onlinear Frocesses

doi:10.5194/npg-17-361-2010 in Geophysics
© Author(s) 2010. CC Attribution 3.0 License. -

Image-model coupling: application to an ionospheric storm

N. D. Smith!", D. Pokhotelo, C. N. Mitchell?, and C. J. Budd!

IDepartment of Mathematical Sciences, University of Bath, Bath, BA2 7AY, UK
2Department of Electronic and Electrical Engineering, University of Bath, Bath, BA2 7AY, UK
“Completed while with the Department of Electronic and Electrical Engineering, University of Bath, Bath, BA2 7AY, UK

Received: 7 October 2008 — Revised: 16 July 2010 — Accepted: 26 July 2010 — Published: 20 August 2010

Abstract. Techniques such as tomographic reconstructionHence it would be interesting to study the sensitivity of the
may be used to provide images of electron content in theresponse to different drivers. This may give further insight
ionosphere. Models are also available which attempt to deinto which processes dominate under different conditions.
scribe the dominant physical processes operating in the ioncAlso, those drivers to which the response is most sensitive
sphere, or the statistical relationships between ionospherimay require more accurate or more frequent measurement in
variables. It is sensible to try and couple model output tofuture.

tomographic images with the aim of inferring the values  One means of investigating the ionosphere, including sen-
of driver variables which best replicate some deSCI’iption 0fs|t|v|ty of its response to driverS, is via image_mode| cou-
electron contentimaged in the ionosphere, according to somgling. This is a challenging task. This paper describes some
criterion. Thisis a Challenging task. The fOIIOWing describes relevant iSSlJeS, and presents techniques which may be use-
an attempt to couple an ionospheric model to a tomographigy| for future developments in image-model coupling. Im-
reconstruction of the geomagnetic storm of 20 Novemberages of electron density may be obtained, for example, by
2003, a|0ng a latitudal line Segment above north America.tomographic reconstruction techniqu&]$t and M|tcheu

A simple model was chosen to reduce the number of inputz0og Pryse et al.1998. Once a sequence of images is ob-
drivers that were varied. The inVeStigation illustrates Sometained for an ionospheric event’ an ionospheric model is then
of the issues involved in image-model coupling. The ability selected, its drivers varied, and the closeness of match be-
to make scientific deductions depends on the accuracy of thgyeen the model output and image sequence calculated. The
assumptions in the ionospheric model and the accuracy o§hape of the matching function gives an indication of sen-
the tomographic reconstruction. An ensemble technique wasitjvity, for the particular event and subject to the accuracy
used to help assess confidence in the reconstruction. of the ionospheric model. This approach may also encour-
age a better appreciation of the limitations and assumptions
in the ionospheric model being used. A framework for de-
scribing image-model coupling in terms of communication
along a discrete channel is presented3mith et al, 2009.

The ionosphere is a complex system with multiple processed NiS Paper describes a simple application of these ideas to
operating at different scales. Understanding these process@ €xtreme event, the geomagnetic storm of 20 November
is of scientific value, and has practical benefit in applications2003- The matching function is very simple and many of
such as communication and navigation. In recent years, difthe s.tatls.t|cal condmongl dependencies between data at suc-
ferent empirical and physical models have been developed t§€SSive timesteps are ignored. The features and matching
explain how the ionosphere, typically in terms of its plasmafunction are described briefly in Se@. The tomographic
content, responds to external stimuli or drivers. The map-€construction is presented in Segtand the analysis for an
ping from the space of driver variables to the space of vari-Onospheric model in Seot. Some discussion and conclu-
ables describing the ionosphere is expected to be nonlineafions follow in SectsS and6, respectively.

especially for an extreme event such as a geomagnetic storm. For reference, Fidl details the variation of variables mea-
sured or calculated for 20 November 2003. The Dst index,
an indication of geomagnetic activity, shows that during this

Correspondence taN. D. Smith day the storm peaks at 20:00/21:00 UT. The interplanetary
m (n.smith@bath.ac.uk) magnetic field (IMF) Bz component shows that the storm,
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o d(l,m,n). The electron content of the ionosphere may be
summarised using vertical total electron content (VTEC) or

Fig. 1. Hourly measurements for Dst and Bz, and three-hourly mea- . . . . -
g Y Y mean ionospheric height (i.e. the height of the centre of mass

surements for Ap (se®MNIWeb, access: July 2018nd the Ac-

knowledgments). of the electrons). In the following experiments, VTEC is
used.
L
as expected, occurs during a southward orientation of the/TEC(, ») =Zd(l,m,n)Nc(l,m,n). )
IMF (values for the IMF Bz component are also available =

at a higher sampling rate than hourly). In addition, fg7
value for the day was 171.0 (s€MNIWeb, access: July
201Q see also the Acknowledgments).

The 2-D map may then be assembled into a column vector,
for example the M N x 1) feature vector,

z=(VTEC(1,1),...VTEC(M,N)) . ()

2 Calculating features and optimising the match Assume an image sequenoi., /) = (z1,...,z;) obtained by
tomographic reconstruction, and outpitl, /) = (z7,...,z))

It is often convenient to calculate ionospheric data at a dis-Obtained by a physical model. Then, giving equal weight to
crete set of points on a grid which is uniform in altitude, each cell, the unweighted sum square error between the two
and geographic latitude and longitude coordinates. The grigequences is,
points are represented as blackened circles in the sketch of a T
slice of constant geographic latitude in F&. Assume the f(z@.D,2' (D) =Z(z,—z{) (2 —27). )

grid is indexed by(/,m,n) wherel € [1,L] is an index for =1

altitude above the Earth's surfacec [1, M] for geographic ~ Given competing model outputs, the output of closest match
latitude and: € [1, N] for geographic longitude. The altitude 'S

of a g.rid point ishg(l,m,n)_and _the electron density atthat 3/(17)= arg 1 yminf (z(1,0),2'(1,1)). (5)
point is Ng(/,m,n). The grid points are used to definecells _ 7" )

in the manner of Fig2 where grid points are cell centres; the This m|n|m|sat|on is the least sum square error estimate. In
exceptions are the “half-cells” at the top and foot of the cell the following experiments, each model output sequence was

structure. Hence cell centrés(l,m,n) are defined with the obtained by fixing a subset of driver variables at a vector

l

following altitudes. For all, m, valueu. Hence,
he(l,m,n) = u =arg,minf(z(1,1),u), (6)
3 1 g assumingu — z'(1,1) is injective. In effect, the physical
2hg(L,m,n)+zhq(L—1,m,n) if =L . i . .
ahg )+ 3l ) _ model is being used to “decode” the values of driver vari-
hg(,m,n) if 1<I<L, ables, assuming the tomographic reconstruction is correct

and true. As described more fully irsknith et al, 2009,

u may be regarded as the maximum a-posteriori estimate for
1) a simple discrete channel model subject to stationary, addi-
where it is assumed.>1. The electron densities at the tive, indepent and identically distributed (Ild), white Gaus-
cell centres are defined such theg(/,m,n) = Ng(l,m,n), sian channel noise. Such a channel model is overly simple
vl,m,n. Electron density is assumed uniform in a cell. for such a complex system as the ionosphere, but permits the

The cells are contiguous, and each cell has a vertical lengtferivation of a matching function which is relatively easy to
evaluate.

Shg(Lm,n)+3hg(2m,n) if [=1
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3 Tomographic reconstruction using MIDAS
MIDAS (“Multi-Instrument Data Analysis System”) ver-
sion 3 (see AppendiR, and a previous version of the soft-

ware described iMitchell and Spencer2003 was used to
tomographically reconstruct electron densities above north
America using the total electron content (or slant TEC)

along raypaths between satellites and 1@&eiver stations. S,

The reconstruction was conducted hourly from 12:00UT e LIV

to 23:00 UT inclusive for 20 November 2003, and over a [

(39x6x 7) structure of grid points (this included altitudes at

90 km, and from 100 km to 1580 km inclusive at 40 km in-
tervals; geographic latitudes from 28 to 5¢° N inclusive
at 5 intervals; geographic longitudes from T30 to 700 W
inclusive at 10 intervals). Two sets of data were used; the
training set collected from 89 receivers and the evaluation set
collected from 82 receivers. The two sets of receivers did not

share members, and_ the receivers were fa?rly evenly SeI.eCtelgﬁg. 3. Locations of IG$ receivers used in training (blue “+") and
from those IGS receivers available. Locations are detailed evajuation (red “x"); the tomographic reconstruction is delimited
in Fig. 3. by the black box, and the comparison with SAMI2 output is along
The receiver data was first sampled at 5 min intervals ovetthe central magenta line.
the entire day. At 12:00UT, the ionosphere was assumed
static for 20 min from 11:50 UT to 12:10UT (5 frames of
data). An estimate for electron content was obtained by seeke}. A5, A5) except the unregularised solution (=0, k).
ing those electron densities at each point in the grid whichThe ensemble of 199 members was reduced to 185 members
minimised the regularised sum square error of slant TEC ady excluding those which contained electron densities less
measured by each receiver/transmitter pair. For each paithan—1 x 10° electrons/m (most probably the nonnegativ-
the unknown offset relating the phase difference between théty constraints were violated due to numerical limitations in
two channels of the dual-frequency receiver and slant TEChe constrained optimiser). For each member of the new en-
was also assumed fixed across the 20 min window, and estsemble, the sum square error of slant TEC for the evaluation
mated to minimise the regularised sum square error of slanset was calculated (again assuming the ionosphere was fixed
TEC. The regularised least sum square error problem can bever a 20 min window, and that the unknown offsets were
solved by an appropriate quadratic programming solver (her&lso fixed over the time window and were estimated to min-
MATLAB 2's quadprog function was used, explicitly enforc- imise the sum square error on the evaluation set). The evalu-
ing nonnegativity constraints for electron densities, with aation performance was used in a posterior weighting scheme.
suitable tolerance and a limit in the number of iterations, andThe candidate reconstruction for each hour was calculated as
a fixed nonzero initialisation). The optimisation was then re-the ensemble mean, with confidence provided by the ensem-
peated hourly until 23:00 UT inclusive.

ble variance (see Append for further details). However
Details of the optimisation and regularisation are giventhe arithmetic mean of posterior weights was not calculated
briefly in AppendixA. Regularisation involved smoothing across all 12 hourly timesteps, but only 9 hourly timesteps.

the zeroth, first and second-order derivatives of the electrorf he scaled likelihoods at each timestep were very small and
densities in four horizontal spatial directions towards those inwere forced to zero when precision was lost. All scaled like-
the International Reference lonosphere, 1995 (IRI-@) ( lihoods were set to zero at 18:00, 20:00, and 21:00 UT, so
itza, 1997); the IRI model was also used in a different though posteriors could not be calculated at those timesteps, or used
similar approach il8huyan and Bhuya(2007. The amount  in calculating the arithmetic mean of posterior weights. At
of regularisation was governed by regularisation parame-other timesteps, between 1 and 143 (inclusive) members of
ters ,\g € {0,0.00010.001,0.01,0.1,1,10,100; for second- the ensemble yielded nonzero likelihood and hence nonzero
order derivatives, anﬁ;{ €{0,0.00010.01,1,100}, k € {1, 2} member posterior. The thresholding of member posteriors to
for zeroth and first-order derivatives, where larger valuesZ€ro due to loss in precision is not regarded as problematic,
of A;'(,k € {1,2,3} indicate greater smoothing arids sim-
ply an index for the model being trained. Hence a tomo-N€sSS.

since it may be interpreted as a means of increasing robust-
graphic reconstruction was obtained for each permutation of To improve the conditioning of the problem and reduce un-
derdeterminacy, a limited set of vertical basis functions were
Ihttp:/figsch.jpl.nasa.gov used to represent the vertical electron density profiles. Rather
2The MathWorkshttp://www.mathworks.com than estimate (32 6 x 7) electron densities for the full grid
www.nonlin-processes-geophys.net/17/361/2010/
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0.3

storm, e.gMannucci et al(2009; Tsurutani et al(2007);
Foster et al.(2005. High plasma densities are probably
caused by the interaction of both equatorial/low latitude pro-
cesses, such as a superfountain effect, and subauroral/high
latitude processes such as electron precipitation and Joule
heating. Neutral winds and electric fields can lift plasma up-
wards along field lines, thereby providing mechanisms to in-
crease vertical total electron content at high and midlatitude
locations.

0.2

0.1r

electron density (x 10" m™3)

4 Coupling with SAMI2

260 460 660 8(30 ldOO 12‘00 14‘00 1600 ” . »
altitude (km) SAMI2 (“Sami2 is Another Model of the lonosphere”) ver-

sion 0.98 SAMI2, access: November 200Huba et al.
Fig. 4. Vertical basis functions used for the tomographic reconstruc-zooq is a physics-based model of the ionosphere which
tions with MIDAS. solves “first principles equations” describing ionospheric

plasma. SAMI2 is able to model plasma along field lines,

fruct | 6x 7) basis functi Hicient but constrained within a slice of constant geomagnetic lon-
struciure, only £ x 6 x 7) basis function coefficients were gitude, i.e. a flux tube. Here, there were 10 different field

(.astllmated, where is the n_umber of basis funf:tlons In the lines within a slice where the maximum altitudes of the
limited set Spencer and MitchelR007). The basis functions
used were those left singular vectors with largest singular
values, calculated from data extracted from IRI-95 (above

the reconstruction region, eight times per day for four daysalong each field line. In total, eight different slices were cho-

during the year. 1995). . sen, where the slices were anchored to intersection points
In the following experiments, we chose=2. The ver-  gefined at 100.0 km altitude, 48! geographic latitude, and
tical basis functions are plotted in Fig. Vertical profiles  geographic longitude from 6020V to 130.0 W inclusive at
were therefore restricted to linear combinations of the basis|p intervals. Seven ion species were modelled by SAMI2.
functions. Admittedly, the basis functions are restrictive andqyasineutrality was assumed in this analysis and the sum

should ideally be optimised dynamically from hour to hour of the seven ion densities at a point was taken as the local
using independent data. However this would further compli-gjectron density at that point. The optimisation of SAMI2
cate the optimisation problem. For simplicity, the fixed set of against MIDAS was restricted to a latitudinal line segment
vertical basis functions detailed above were always used, angpove north America at 3%, compromising adequate cov-
the inability to model high electron densities in the topside,erage by SAMI2 with reliability in the MIDAS reconstruc-
and small-scale features elsewhere, acknowledged. tion (as indicated by adequate coverage of receivers). In
For a latitudinal line at 35N between 120W to 80" W geographic coordinates, the line stretches from°180to
inclusive, the ensemble average VTEC is plotted in Bigt  80° W inclusive with grid points at 10intervals and altitudes
each 10 spacing, hourly from 12:00 UT to 23:00 UT inclu- from 100 km to 1580 km inclusive in intervals of 40 km, and
sive, as a full line. Error bars corresponding to a 95% con-also at 90 km. The nonuniformly-spaced set of electron den-
fidence level, albeit with a simple Gaussian error model, aresity values from SAMI2 were then mapped onto this plane
also detailed. The error bars show that there is a high degregy nearest pixel sampling, where any ties were resolved by
of variability across the ensemble, without even consideringprecedence in scan order. In the following experiments, each
the extra variability expected from varying other parametersSAMI2 run was started at 00:00 UT and lasted 48h (dur-
such as the number or shape of vertical basis functions, oing which SAMI2 does not update its “day of year”). To
the size of cells. The variability is in part due to the lack of reduce the effect of transients, hourly output was collected
constraints via horizontal basis functions, and indicates thejuring the appropriate time window between 24 and 48 h
significant challenge of such underdetermined inverse probafter the start of each run; hence for the earliest time win-
lems. There is highest variability towards the eastern coastiow beginning at 12:00 UT, SAMI2 was allowed to run for
of north America. The “fixed ionosphere” assumption over a full 36 h before output was collected. Two of the principal
20 min may be problematic during the stormy periods. driver variables for SAMI2 weré™ o7 and Ap which are re-
The onset of the storm can be monitored by viewing thespectively measures of solar and geomagnetic actitAgr{
orientation of the IMF and the Dst index (see Fig. Dif- greaves2003. The 3-monthly average fdr g7 was fixed to
ferent physical processes can be used to help explain ththe currentFig7 value. The parameter associated with photo-
high plasma densities at midlatitudes during the geomegnetielectron heating was fixed at 00~ 14cm?. The sinusoidal

highest and lowest field lines were fixed at 10 000.0 km and
100.0 km respectively, and the base of field lines was fixed
at 90.0km. Densities were calculated at 101 points spaced

Nonlin. Processes Geophys., 17, 3889 2010 www.nonlin-processes-geophys.net/17/361/2010/
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Fig. 5. VTEC profiles at 35N between 120W and 80 W inclusive (at 10 intervals) for 20 November 2003; the full line is the en-
semble mean from MIDAS with error bars at 95% confidence level; the dashed line is the optimal match with SAMI2 (1 TkRCU=1
108 electrons/m).

E x B drift velocity model was usedHuba et al.2000, pa-  significance in the optimisation is dubious, even without fac-
rameterised by and described in Appendi®. The max-  toring in the errors in the underlying SAMI2 model. Nev-
imum number of timesteps was set to200°. All other ertheless, the optimal SAMI2 matches are plotted as dashed
values which were not directly varied in the following ex- lines in Fig.5. SAMI2 struggles to match the high VTEC
periments were set to their recommended or default settingspwards the eastern coast of north America. The drift veloc-
in particular, multiplicative factors for neutral wind speed, ity model is very simple. The domain of applied in the
E x B drift velocity, neutral densities corresponding to the optimisation includes values which imply velocities above
7 positive ion species, and neutral temperature were all kepthe equator that are most probably physically impossible (see
at unity unless otherwise stated. AppendixB). Due to dubious statistical significance, the sci-
In the following investigations, the key driver vari- entific conclusions fr.om the gxpe_riments are Iimited.. Fur-
ables varied for SAMI2 wereFio7, Ap, and V which thermo.re,. theT ma_tchmg function is probably overly s_|mple,
are respectively a measure of solar radiation at 10.7 cnfh€ optimisation is over a coarse grid and does not involve
wavelength, a measure of geomagnetic activity, angthe variation of othe_r_ paramet«_ar_s (g.g. mult_lphcatlve factors
the maximum E x B drift velocity for the sinusoidal for the ne_utral densities of posmv_e ion s_peC|es), _and SAMIZ
drift model (indirectly an indication of electric field Was runindependently for each time-window, with no abil-
strength).  These driver variables were varied suchty to dynamically change parameters suchfasy in time.
that Fig7 € {50.0,1000,1500,2000,2500,3000}, Ape InterestinglyJee et al(2005 describes a ;engltlylty analysis
{0,15,80,207,400 which corresponds to Kp{0,3,6,8,9),  for VTEC, but each parameter was varied individually and
andV € {1000,2000,2250,3000,3750,4500} msL. All not in combination.

ot_her driver variables were kept at fixed values unless otherB Discussion
wise stated.

Optimisation results are detailed in Taldléor four differ- Ideal or perfect image-model couplin§rgith et al, 2009
ent time windows and the VTEC feature space, for match-should recover the Ap anfl1g7 values exactly. Given the
ing VTEC along the latitudinal line segment. The log root difficulty of the task, it is not surprising that there is sig-
mean square (RMS) error in VTEC for the 180 matches ovemificant discrepancy between the Ap values recorded in the
each three hour window are plotted, in order of increasinglower graph in Figl, and those obtained by the optimisation
RMS error, in Fig.6. The plots illustrate that the statistical for image-model coupling as listed in Taldle

www.nonlin-processes-geophys.net/17/361/2010/ Nonlin. Processes Geophys., B6938010
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Table 1. Key driver variables for SAMI2 optimised against the en- T 1200h-1400h
semble mean from MIDAS, along the latitudinal line segment, for * 1500h-1700h

the VTEC feature space, and for different time windows during 20 3 25/ . ;?882:53882
November 2003. =
g
time window optimal parameters 5
s (UT) Fio7 Ap Vims1 %
1 12:00-14:00 500 0 225.0 7
2 15:00-17:00 50.0 80 225.0 é
3 18:00-20:00 300.0 80 100.0 5
4 21:00-23:00 250.0 0 100.0 5
j=2
o

i . i 0 20 40 60 80 100 120 140 160 180
SAMI2 was designed to model equatorial and low latitude index into ordered SAMI2 experiments

processes, rather than those high latitude processes which

can have a significant effect at midlatitudes during a geo_Fig. 6. Ordered sequences of log root mean square (RMS) errorin
magnetic storm. For example, SAMI2 was not designed to? | EC between ensemble mean from MIDAS and different SAMIZ
accurately model the physics of high latitude convection, andPUtPUts: for four time windows during 20 November 2003.

the simple sinusoidak x B drift velocity model is most ap-

plicable in equatorial regions. Furthermore, SAMI2 uses the

HWMB93 neutral wind model. This wind model is statisti-

cal and is unlikely to adequately or accurately characterise

the strong high latitude equatorward neutral winds, causedlrifts. Global models such as SAMISAMI3, access:

by Joule heating and electron precipitation, common dur-September 2008may be more appropriate. The global
ing a large storm. Since the latitudinal line segment chosemrmodel should be chosen to balance accuracy with computa-
for the coupling experiments is at midlatitudes where bothtional cost, particularly if the model has many input driver
equatorial and polar/auroral processes are likely to be influvariables and any optimisation in the coupling process is
ential during a geomagnetic storm, SAMI2 may be trying to likely to require many runs of the model. With high verti-
replicate the build-up of plasma at midlatitudes by driving an cal E x B drift velocities, there is also the risk of introducing
equatorial process in an unrealistic manner. In particular, thanodelling innaccuracies if plasma is dragged down from the
drift velocity model may be too simple. Since variation in topmost field line to 1580 km altitude (J. D. Huba, private
the parameteV was used to mimic variation in electric field communication, 2008). As an example, and as detailed in
strength, improvements in electric field models may give bet-AppendixC, this is possible above the geomagnetic equator

ter coupling results. for V > 954 ms ™1, though the bound is more difficult to cal-
lonospheric tomographic reconstruction techniques areculate elsewhere.
susceptible to error (e.ddear and Mitchell 2006 Pryse As explained inSmith et al.(2009, those matching func-

et al, 1999 since the problem is typically very underdeter- tions which account for “channel memory” and more expres-
mined. As tomographic techniques and physical models im-sive “source memory” may improve the coupling and sen-
prove, it may be beneficial to repeat the coupling analysis forsitivity analysis. Also, some regularisation may be intro-
a larger region, and to compare model output and images aduced which constrains the variation of key drivers between
timesteps more frequent than one per hour. adjacent time windows. However an increase in the com-
More fundamentally, SAMI2 was used in the “reverse di- plexity of the matching function sometimes requires more
rection” though it was designed to run in the “forward di- data to estimate the accompanying statistical models ro-
rection”, i.e. SAMI2 was used to discriminate the most ap- bustly, or increased complexity in the search and optimisa-
propriate drivers given electron content in the ionospherefion. In general, more advanced optimisation techniques may
rather than “generate” suitable electron content given driversbe introduced. For example, particularly attractive are those
For image-model coupling, it may be useful to introduce derivative-free methods which numerically approximate the

some techniques from discriminative learniduga et al, Hessian of the matching function as part of the optimisation
2001) to help ionospheric models better discriminate differ- processRowell 2007). The Hessian may be regarded as en-
ent drivers given specific electron content. coding sensitivity information at a particular instantiation of

SAMI2 models the distribution of plasma at different driver variables, though relative to one image orymth
slices in geomagnetic longitude. There is no coupling be-et al, 2009. There may also be benefit in augmenting the
tween slices and no attempt to directly model zonal plasmdeature space with new features.

Nonlin. Processes Geophys., 17, 3889 2010 www.nonlin-processes-geophys.net/17/361/2010/



N. D. Smith et al.: Image-model coupling: application to an ionospheric storm

6 Conclusions

367

offset indicator matrix both at time; x — b is assumed
injective according to a least squares solu@f, 15,15) is

Image-model coupling can be used to infer the values ofy ynique set of regularisation parameter values where
driver variables which best replicate some description ofp+ ; {1,2,3); V; denotes the first-order derivative opera-
’ thant] ’ J

electron content in the ionosphere, and ideally analyse the
sensitivity of the electron content to variations in the values
of those driver variables. Here, an attempt has been made
couple an ionospheric model to a tomographic reconstruction),
of the geomagnetic storm of 20 November 2003. A relatively

0
or in directionj, “ T " the transpose operator, and(-,-) a

continuous Gaussian distribution with mean and covariance

Qs its first and second arguments respectivelyaAFe0, each

(1) = 0 is a time-dependent scalar function.
In the experiments, the indekdenoting derivative direc-

simple model was chosen and few input variables were varyjons was drawn from a sef of four members describ-

ied. The investigation confirmed the practical difficulties of

ing directions of increasing latitude, increasing longitude,

this task, given that performance depends on the accuracy,qreasing latitude/increasing longitude, and decreasing lat-

of the assumptions in the ionospheric model and the accu

itude/increasing longitude. The first-order derivative was

racy of the tomographic images. An ensemble technique wWag ;qaq on the basis-1,0,1) which was scaled to maintain

used to “average out” some of the variability due to differ-
ent regularisation, and yield an approximate assessment gf

a fixed gradient in all directions in the space of cell indices,
ot in the space of absolute distances. A similar remark fol-

confidence in the reconstruction. The wider application of s for the second-order derivatives except that the basis
ensemble methods is recommended for analysing solutiong, ;< (1,—2,1). Also, in the experiments the noise covari-

for large underdetermined inverse problems.

Appendix A

Ensemble statistics

The i-th member of the ensemble is denoted bY;,i €
[1,n]. For an observation, € R% of uncalibrated slant TEC
values at a discrete timeste [1, 7], then M; yields the
solution,

# () =3 (y3 %) = argemin £ (y,,x)
+frieg(tvx _-’Et) }7

where the sum square error term is,

(A1)

. . . T .
Flono =11e Gun 2= oo | AT (),
(A2)

ei(ytﬁx) :y[_|:Htthi||:b::x):|a (A3)

the regularisation term is,

Freg(t. ) = 4D D M1 x [IEa+ a5 > 11V;[x111E,

jed jed
j T
10D IV [(vi) IR a9
jed
and the implicit noise termm, is drawn from a continuous
distribution,
n; NN(O,A;) (AS)

ance wasA; = a;|, wherel is the Identity matrix. Then
al (M) = (1/a;)ci AL wherec} € R{ is independent of model
M; and was determined by entries into the quadratic pro-
gramming solver. As a result, eaalfg may simply be re-
garded as a scaling parameter for the relevant regularisation
term.

Given a function F : y, — F(y;) and assuming
(y:,M;) — x'(y;) is injective, then with slight abuse
of notation, posterior averaging yields,

F(y) =Y _F(y.. M) P(Milyy),
i=1

=Y F@ (y))P(Mily)). (A6)

i=1
where P(-) denotes a probability mass function. Assuming
member priors are equal, then the member posterior may be
simplified as follows,

Py IMp)P(M;)

P(Mily:) = n = >
MDD = S o GIMp)P M)

_ p(fllfi(yt))
PGl (y0)’

__ exp=/Df G )} (A7)

S exp—(1/2) [ G (y0)))

= w'(§»). (A8)
where the likelihood probability density function
p(3,1%'(y;)) is a Gaussian distribution, and held-out

test data is denoted by observatiogse R‘Z’,t e [1,T].
Thena, can be estimated using the held-out data,

Herex denotes a vector of electron density values across

the relevant grid, with implicit prior referencg at timer;

H, andB; are the projection matrix and transmitter/receiver

www.nonlin-processes-geophys.net/17/361/2010/

1 & S
a=— " 11e G ) IE (A9)

nd, i=1
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The above analysis is consistent with treating each timestefE x B drift velocity at zero altitude at the geomagnetic equa-
separately. An arithmetic average for posterior weightstor, where such drift is strictly vertical. According to this
across timesteps may be taken to encourage robustness. FHoiodel, the localised peak vertical drift veloci®(h,0) in-

example,

P

D =7;w (Fo). (A10)

Then,

Fo=Y o' F(# (). (A11)
i=1

An example ofF is the operator extracting the VTEC. Since
it is often useful to give some indication of confidence in
the point estimate, assume VTEC~ N (u,, X,), abbreviate

zi =z(®'(y,)) and let,

n
I.L[ = Zﬁ}izi, (A12)
i=1
p) ::—LG:ﬁ)i(zi—u)<zi—u)T (A13)
t n s t t t t )

The 95% confidence intervals for theth element ofz; oc-
cur atuk +£1.960} (Korn and Korn 1968, whereu! is the
k-th element ofu,, of = /%, (k,k) > 0 and X, (k, k) is the
(k,k)-th element ofy,.

Appendix B

The E x B sinusoidal drift velocity model

The vertical component of thE x B drift velocity, according

to the “sinusoidal model” ifHuba et al.(2000, varies as
the following scalar field. Expressing all angles in radians,
unless otherwise stated, and defining a critical altithigg,
then the vertical component at altituldle- h¢yit, geomagnetic
latituded € [—nr/2, /2] and local time in hours is,

v(h.0.1) = V(h,e)sin(n(tlg 0, (B1)
where,

3 cos}(0) (h+ R)?
V(h,e)_vCos(a(h,e))(l+3sinz(9))l/2 Rz

and wherex(h,0) is the angle the magnetic field line@t, )
makes with the local horizontaR is the radius of the Earth
(in the same units as altitude), alds the parameter quoted
in the investigations. Fat < hgit, the termV (h,6) decays
exponentially. Henc® is simply a mathematical parameter

creases quadratically with increasing altitude, but decreases
northwards and southwards of the geomagnetic equator due
to the convergence of field lines and their dipping relative to
the local horizontal. As a result, the actual vertigak B

drift velocities at northerly latitudes are much less than those
at the geomagnetic equator. For example, within the north
America region used in the investigations between 90km
and 1580 km inclusive, approximate calculations gave the
localised peak vertical drift velocity (i,6) as varying be-
tween 0.4¥ and 0.0% near 20N and 40 N geographic
latitude respectively, with an average of 0120 For refer-
ence, between the same altitude limits and along the lines
of geomagnetic longitude used in the experiments detailed
above, the maximum vertical component of localised peak
E x B drift velocity was approximated at30V near the ge-
omagnetic equator.

Appendix C

Calculating plasma displacement due taE x B drift

At the geomagnetic equator plasma displacement is in the ra-
dial direction so that, applying th& x B drift velocity model
described in AppendiB,

dr _ |, (htR)?

P 72 sin(t),

(C1)

wheret’ =7 (t —7)/12,¢' is dimensionless andis in hours,
and whereV’ is expressed in units consistent withand al-
titude such that the velocity’ inms1is,

10007
V= .
12.602

(C2)

Betweenr; andr,, assume it is physically possible to dis-
place plasma from to i2. Solving the ordinary differential
equation Korn and Korn 1968,

1
J =
h 1

Of interest is the velocity’’ required to drag plasma down
from hy to k2 over half a day between = andr, =27,

( )

Relating this to the investigations reported above, then
when 17=10000km, h»>=1580km andR=6365km, then
V=95.4ms?. This implies that when the parametér>

ho R2

— sin(")dt’.
. (h+R)2V

(C3)

RZ

v 1 1
T2

(h2+R) (h1+R)

(C4)

which may be interpreted as the, usually hypothetical, peal95.4 ms1, plasma is dragged down in te x B direction
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