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Abstract. Charging of individual dust particles in contact  We find two properties of the dust particles to be impor-
with hot plasmas is studied by numerical methods. The dustant: 1) There is a pronounced distinction between perfectly
particle is treated as a rigid solid body, composed by eitherconducting and insulating materials. 2) The surface condi-
perfectly insulating or conducting material. The collision- tions, i.e. the roughness of the material, influence the results
less plasma, consisting of electrons and singly charged ionsioticeably. For isotropic thermal plasmas some of our re-
is simulated by Particle-in-Cell methods in two spatial di- sults could be foreseen, at least qualitatively, by simple ar-
mensions. It is demonstrated that the surface conditions, i.eguments. The situation is, however, significantly compli-
roughness, of the dust particles are significant for the chargeated when dust particles are exposed to streaming plasmas
ing. In a streaming plasma, a dust grain develops an electri¢or alternatively, the particles are moving with respect to a
dipole moment which varies systematically with the relative stationary plasma). We study the charging of dust particles
plasma flow. The strength and direction of this dipole mo- with scale sizes exceeding the total Debye length(hav-
ment depends critically on the material. We observe alsdng A,?=3,2+4 2, in terms of the electron and ion Debye
Langmuir oscillations excited in the vicinity of the particles, lengths). Particular attention is given to the dipole moment
and analyze the spatial variation of their spectral distribution.that develops for a charged dust grain, when there is a relative
velocity between the particle and the plasma. We demon-
strate that this electric dipole moment exists for insulating
as well as conducting particles, but its magnitude is signifi-
1 Introduction cantly different, and also the direction is opposite for the two
cases. Contrary to what might have been expected, the dipole
The interactions between dust particles and warm plasmagioment is not short-circuited for a perfect conductor, but is
represent a variety of often very complicated problems,for this case imposed by the surroundings, the wake electric
where not all questions are amenable for theoretical or anfield in particular.
alytical studies, not even when individual dust particles are
consideredRiel and Melzer2002 Fortov et al, 2005. In
the present work we analyze the charging of a single dusP Numerical code
particle by numerical methods. The analysis is carried out
in two spatial dimensions with Cartesian coordinates: thisThe numerical analysis is carried out by a Particle-In-Cell
restricted geometry is sufficient for illustrating the basic con- (PIC) code. The basic features of the program are standard,
cepts of the problem, while on the same time allows manyand need not be discussed in any detail h&ied6all and
relevant simulations to be performed within an overseeabld_angdon 1985, so we mention just some specific features.
time. The results can be directly relevant for elongated ob-The problem is analyzed with two boundary conditions for
jects (not necessarily dust particles) embedded in warm labPoisson’s equation, one at the outer boundaries, where ions
oratory or space plasmas, for instance long wires with diam-and electrons are injected according to a priori chosen veloc-

eters larger than the Debye length. ity distributions. Particles are initially also distributed inter-
nally in the simulation area (except for regions occupied by

Correspondence td4. L. Pécseli dust), according to the selected velocity distributions. Parti-

(hans.pecseli@fys.uio.no) cles can leave freely across any outer boundary. The second
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Fig. 1. lllustration of dust shapes considered in the present study. 0.0¢ o m m - ?880 N
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. . o . Fig. 2. Time evolution of the potential of an initially uncharged in-
inner boundary dgfmes the nature of the individual dust par,t"sulating dust particle, embedded at rest in a thermal plasma with
cles. For perfectinsulators, we assume that a charged particlg, /T;=3. Results are shown for five ion/electron-mass ratios.
hitting the surface remains at that position for all later times, Times are normalized by the electron plasma period, and potentials
contributing to the total electric fields. For perfect conduc- by the floating potentiall), recalling thatd 7, <0.

tors, we have that the electrostatic potential is the same for

all positions at the boundary, the electric field being perpen-

dicular to the surface. The electric fields vanish inside the

conductor. The dust particles are assumed to be rigid ang Numerical results

massive, i.e. they retain their initial shape and remain immo- | h h he pl in local .
bile for the duration of the simulation. Our simulations with We analyzed the case where the plasma was in local equi-

conducting materials have many properties common with relibrium with a stationary particle, and also the case with a

lated studies of Langmuir probe performance in collisionless'€/ative velocity.
plasmas Taccogna et al._2904 Teodoru .et ?'-.2003“- Our . 3.1 Simulation results for thermal plasmas
code has thus been verified by operating it in a “Langmuir
probe mode”, where a fixed potential on the inner boundaryj, the first part of the study, we assume that both electrons
isimposed externally. We here reproduced probe characteris;nq jons have a Maxwellian velocity distribution, and that the
tics for standard conditions, as well as for more complicatedqst particles are at rest. We solve the problem by assuming
conditions with plane probes embedded in plasmas with ionyh ¢ the dust is initially uncharged. The time evolution of the
beams \eber et al. 1979 Skgelv et al. 1984 Armstrong  gpsolute value of the potential for an insulating particle with
etal, 1992. The code allows many dust particles to be dis- he shape (a) in Figl is illustrated in Fig.2, for different
tributed inside the simulation area, but for the present analyjon/electron mass ratios. The figure shows the relaxation to
sis we limit the case to only one. the floating potential, superimposed by an oscillatory compo-
For the present study, the code is operated with fixed ponent, with a frequency close to the electron plasma frequency.
tentials at all outer boundaries. We use typically-5) x 10° This latter component is associated with sheath oscillations,
simulation particles in the following analysis. We have a grid which are excited by the initial condition. Because the poten-
spacing ofrp /2 to resolve also the Debye length. For the tial at r=0 is different from the floating potentiaip ;;, the
reference case we use a 200 grid resolutionf,=200), initial condition acts as a step-like perturbation of the sys-
giving a simulation area of 160100 A%. The time resolu- tem. The initial time variation, up to approximately one half
tion is 1/10 of an electron plasma period. We analyze two ba-electron plasma period, is almost identical for the five cases
sically different shapes of the dust particles, one with smoothshown. The process is subsequently slowed-down on a time
and one with an irregular surface, as illustrated in EigThe  scale which is scaling approximately with the square root of
example in Figla represents a shape as close to being circuthe mass ratio. Note that curves for increasing mass ratio
lar as possible with the square mesh used for computationdie at successively smaller ordinates in the initial temporal
The example in Figlb is chosen to include deep cavities as phase. We also note that the saturated floating potential value
well as extrusions. The particles are assumed to be of finités reached on a time which is smaller than the ion plasma pe-
size, i.e. several Debye lengths in characteristic diameter. Weiod. The initial potential of the dust particle is not exactly
have studied many other shapes than those shown irlFig. zero due to the random initial distribution of charges. The
but these are our “reference shapes” in the following. oscillations observed in Fig have negligible influence on
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the current to the dust particle, and after a transient period, 15—
the electric field close to the surface varies only little. For i
small mass ratiosyf/m <60 we note a small “overshoot” in I
the dust potential at the early phase of the charging. Thissig- 1.0

nature becomes inconspicuous as the mass ratio is increasedé? i
We attribute this overshoot to unphysically small mass ratios —
(M/m<100), and us@//m=120 in the following. For these

o

mass ratios the results will not be quantitatively correct, but ‘qc‘) 051
the normalizedpresentation used in Fig.and later figures 35 L Noe=1.0Noe e, N=200
can give also quantitatively correct results. For magnetized & 0 I %z:;%z: 2::;88 e
plasmas, the choice of mass ratio deserves particular scrutiny O Aoe=0.5Ngerers Ny=200
(Malkki, 1994, but these arguments do not affect the present L
analysis of unmagnetized plasmas. e

We studied the time-evolution of the dust potential for dif- 0 2 4 6 8 10

ferent electron temperatures, see FHg.Also, we show re- Time [277/ W]
sults for different numerical grid spacings. The amplitudes

of the oscillations at the p!a;ma frequency are Changlng, W'th:ig. 3. Time evolution of the potential of an initially uncharged in-
the largest tempergture g'Y'r!g th_e Sma}”eSt amplitude, but th%ulating dust particle, embedded at rest in a thermal plasma. Results
overall averaged time-variation is basically the same. As aryre shown for three electron temperatures, measured in relation to
illustration, we also show the results obtained by simulationsthe reference temperature in F2y.Times are also here normalized

on a 100<100 grid 2,=100), which gives almost identical by the electron plasma period, and potentials by the floating poten-
results. This observation indicates that the grid resolutiontial (1), which is here changing with the electron temperature. Full
used here is giving robust results. line shows the reference case from FAgWe also have a curve for

Usually the time evolution of an initial value problem has the case:;=100, where the grid resolution is reduced by a factor
little practical relevance, but as argued in S&c2.the char- /2. as compared to the reference case. We hije=120.
acteristic time scale for the charging has important conse-
quences for modeling the forces on moving charged dust par-

ticles. . o .
We find lIv that the initial . harai . . totic potential in Fig2 is nonetheless well approximated by
e find generally that the initial transient charging time is the standard analytical estimate Ej. (

well approan_ated by the _electron p'asma perlo_d. The subse- The result (Eql) refers to the case where the dust grain

quent relaxation to a stationary floating potential scales, for, ;
- : . has a diameter greater than the Debye lengh, For the

homogeneous conditions, approximately by the ion plasma o . X :

period, as we might expect. The ultimate stationary potentialopp05|te limit, we can determine an analytical expression for

T o . . ... the floating potential by orbit theory, for instandeothte-
level is given by the floating potential associated also with
. i - Holtgreven 1968.
a Langmuir probe biased to conditions where the probe cur- F h surf i Fi h il variati
rent vanishes. We use the expression for the floating potential or smooth surfaces as in Fig, the potential variation

with respect to the plasma potential for a large probe in units2"0UNnd the dust grain shows the usual Debye shielded poten-

of pp. Taking the ion acceleration through a pre-sheath intot'al' For irregular surfaces we can have an irregular potential

account (the Bohm conditiorChen 1984 Boeuf and Pun- distribution around the dust particles, as illustrated in Ejg.

set 1999), we have but the w_regu]anty of the sheath d|m|n|shes as the _d|stance
to the object increases. The properties of the local irregular

kT, M electric field variation at the surface will be particularly im-
Qs =- % ( (271'—m> + ) ) 1) portant when considering the coagulation of two dust grains.

For the present conditions, we find the nonlinear correc-
where it is implicitly assumed thak,>>7;. The result {) tions to the linear Debye-shielding to be immaterial, but
is independent of the plasma density. The numerical fig-note that for surfaces that can be considered locally plane
ure 1 in the parenthesis in Edl)(originates from the pre- (i.e. when the radius of curvature is much larger thay),
sheath, which is necessary to pre-accelerate the ions. Wis case can be solved analytical§iukhin 1966.
will use Eqg. @) for normalization several times in the fol-
lowing, noting that for parameters relevant for our study we 3.2 Simulation results for drifting plasmas
have® ;; <0. The floating potential depends only logarithmi-
cally on the mass ratio, and it is therefore not critical to haveAs a simple generalization of the results from S&ct we
completely realistic values d¥//m in the simulations. The now assume that the plasma is drifting with some veloc-
result (Eqg.1) is inaccurate for realistic finite ion temperature ity U, or alternatively that the dust particle is moving with
conditions by implicitly assuming@;~0 K. The time asymp-  constant velocity through a thermal plasmagenta 1999
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Fig. 4. Debye shielding of a dust grain of irregular shape made OfFig. 5 Time evolgtion of the poteptial of an initially ungharged in-
insulating material as in Fidlb. The figure shows a section of a sulating dust particle, embedded in a flowing plasma Wilf7; =3.

larger simulation area. Distances are normalized pyand poten- We_haveM/m=120_. Times are nor_mallzed by the electron plasma
tials by (1), recalling that ;; <0 period, and potentials by the floating potentid). (We show four

cases:U=0, 1, 2, 3 in units of C;. The oscillations at the electron
plasma frequency have been removed by filtering to improve the
presentation.

Kwok et al, 2003. In particular, for supersonic particles, we
expect the formation of & -shaped Mach-cone behind the
dust grain, where for the present conditions the finite size ofinhomogeneous plasma: given the particle velo&itywe
the particle is likely to be of importance, and the radiation can define a time scale associated with the inhomogeneity
pattern will differ from that of a point charge studied else- ast;,=£/U, where. is a characteristic scale-length of the
where {Huld et al, 1990 Guio and Rcselj 2003. For dis-  plasma inhomogeneity. If. <t;, we can argue that the dust
tances much larger than the diameter of the dust grain, we capharge is at all times derived from local equilibrium condi-
however expect the analytical results of é&sgiio and Rcseli  tions in the plasma, while in the opposite cages 7;,,, there
(2003 to apply. We emphasize that the wake and the Mach-s a “memory” in the system, and the actual charged state of
cone are entirely unrelated physical phenomena: the Machthe dust will depend on the preceeding motion through the
cone will be observed also for a supersonic point charge, irplasma. Assuming that the dust is moving in a stationary
which case no wake is formed. We define the wake as thelectrostatic field, the forces on a dust grain are generally not
region in the shadow of the object, where the electron anctonservative when the charged state of a dust grain depends
ion densities are significantly reduced (by more th&99%). on its path Raadu and Shafi@003 Shafig and Raad2004
The Mach-cone is a wave-like disturbance, emitted from azhdanov et al.2005.
supersonic source, while the wake is caused by the finite size The most conspicuous difference in the electrostatic fields
of the object, depending also on the distributions of the par-around a dust grain at rest and one moving with respect to
ticles absorbed on the surface. the plasma is the asymmetry developing due to the shadow
We find a significantly increased charging time, as com-or wake behind the particle. In many ways these features
pared to the case where the dust-grain is at rest with respeeire similar for microscopic dust grains and macroscopic ob-
to the plasma, with representative cases illustrated ing-ig. jects like space-craftsSfngh et al. 1986 1989 or the moon
The initial phase, with duration of a few electron plasma pe-(Nakagawa and lizima2005. We will here consider only
riods, is almost indistinguishable from the results in FAg. relative velocities well below the electron thermal speed, and
while the subsequent time evolution of the net charge is conmay safely assume that the object is exposed to an almost
siderable slower. For large flow velocities, the potential be-isotropic and uniform electron flux. The ion flux is, on the
comes also increasingly fluctuating, and the estimate on, fobther hand, anisotropic, in general. The part of the dust
instance, the charge on the dust particles becomes somegrain facing the flow direction experiences the largest ion
what more uncertain. Dust particles moving at high speeddglux. Consequently an electric field builds up inside the dust
through inhomogeneous plasmas will at any given positionparticle for insulating materials. This electric field may be-
have a charge that depends on the prior orbit, in general. Weome so large that the particle is disrupted. (If we consider
should like to mention that the characteristic charging-timesmall organisms like bacteria as equivalent to dust grains,
T. is an important parameter for particles propagating in anthese features may actually be used for sterilizattmukla
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Fig. 6. Time asymptotic potential distribution (color coded) around Fig. 7. The time asymptotic potential distribution (color coded)

an insulating dust grain in a flowing plasma. The particle shapearound a dust grain made of a perfectly conducting material em-

is given by Fig.1la. We haveU=2C;. Note the large potential bedded in a flowing plasma. The shape of the particle is given by

variation inside the dust grain. Also here we normalize distances byFig. 1a. The potential is constant inside the dust grain in this case,

Ap, and potentials by ¢; from Eq. ). and a white color is used there for improving the presentation. We
haveU =2Cs.

and Mamun 2002 Laroussi et al.2003.) For a perfectly
conducting material, on the other hand, the surface chargesle in the flow, measured in the direction perpendicular to
have to be redistributed so as to make the internal electri¢he flow vector. More accurately, but still with free stream-
fields vanishing. Consequently, we expect to find signifi- ing ions having a Maxwellian distribution, we can determine
cant differences between the potential distributions aroundhe density variation in a two-dimensional wake by assuming
insulators and conductors when they are moving through thejuasi-neutrality. These estimates ignore the ion acceleration
plasma. by the ambipolar electric fields. The ions are accelerated,
In Figs.6 and7 we show the saturated time-stationary po- giving a triangular shape of the wake, with an approximate
tential variation around a dust grain embedded in a streamlength3LU/C. This latter estimate gives a value which is
ing plasma ilanweiler et al.2000, where the flow velocity ~ too |0W when the flow velocity is sub-sonic. If we have ap-
is 2C;, the temperature ratid,/ 7;=3, and the ion-electron proximate thermal equilibriumf,~T;, the ambipolar elec-
mass ratio is¥//m=120. In normalized units, the results can tric fields have little importance, and the free streaming wake
be directly relevant, for instance, also f@rmachine condi- can be used as a reasonably accurate estimate for sub-sonic
tions Motley, 1975. When the diameter of the dust grain flows. For sub-sonic flows witlf, >7;, but with velocities
exceeds the Debye lengily, we can obtain an analytical exceeding the ion thermal velocity;, we expect distorted,
estimate for the electric field inside a dust grain of insulatingand non-triangular, shapes for the wake as observed for in-
material by considering a small surface element locally asstance in numerical simulation§gio and Rcselj 2009.
equivalent to a plane Langmuir probe. For a surface element The plasma streaming creates an ion wake behind the dust
at the side of the probe, the flow velocity is tangential, andgrain. The electron pressure forces electrons into this wake,
the floating potential associated with that element is givenand the resulting charge imbalance creates an ambipolar elec-
as for a plasma at rest (Ef)). For surface elements facing tric field which accelerates ions into the wake as well. For the
towards or away from the plasma flow, we can still assumeinsulating material, the charges are negative on the surface
the potential as given by the floating potential of a Langmuir facing away from the flow, and these charges subsequently
probe, but have to take the plasma flow into account. Theattract the ions. For conducting materials, the surface charges
foregoing estimates will be incorrect for conducting materi- on the back side have to be compensated by the charge redis-
als, where charges are redistributed to maintain a vanishingribution in order to cancel the internal electric fields, and
internal electric field. the ion dynamics in the wake will be altered substantially
For purely ballistic or free streaming ions, we can readily as compared to the insulating case. By comparing Fgs.
estimate the shape of the plasma density wake to be approxand7 we find that the range of variation of the electrostatic
imately triangular, with a Iengtw%LU/uth, whereu,, is potential is much smaller for the conductor, as compared to
a thermal ion velocity and. is the diameter of the obsta- the insulating material, the difference being caused by the
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Fig. 8. Absolute value of the normalized average charge on an insufig. 9. The normalized average charge on a conducting dust grain
lating dust grain with shape as in Fitp, for different plasma flow  with shape as in Figla, for different plasma flow velocities. Ve-
velocities. Velocities are normalized by the sound sp€gdand locities are normalized by the sound spe€g, and charges b@g
charges byDq from Eq. @), recalling thatQy<0. from Eq. @), recalling thatQy<O0.

charge redistribution just me_ntloned. We note the presence «T, " R Ki(R/Ap)

of a Mach-cone, best seen in Fig. For the present case, Qg = —meg n{—)+1)————=. (2
with U=2C,, we have the opening angle of the cone to be € 2 m Ap Ko(R/kp)

6=30°, which is close to the observed value within the ob- ye i yse @, for normalizations of relevant quantities in

servational accuracy. We should note that the sound speeg following, noting thatQo<0 for these cases. The refer-
was here deduced from the electron and ion temperatures Qf;,.o charge is a measurable quantitgriann et al.1999

the undisturbed plasma, so a perfect agreement can not bg,q has general interest for the dust dynamics, but as stated,
expected since the particle distribution functions are signifi-he present derivation refers to stationary dust grains only.
cantly disturbed in the vicinity of the dust grain. We obtain e interesting problem is how this charge varies with veloc-
the sound speed b=k (T,+yT;)/M, with y=5/3 for a5 summarized here by Figgand9. While net charges
adiabatic ion dynamics. We also note that the Mach cong.5n e determined experimentally, thistributionof charges
pattern is significantly damped with distance away from they, the surfaces can be found only by numerical simulations.

particle, and does not extend to more thes02 p, consistent The number of elementary charges on the dust grain is here
with analytical resultsGuio and Rcselj 2003, where the approximately given by

effects of the kinetic Landau-damping are included. The di-
agnostic potential in the observations of Mach cones (whichQot _ .2 (In <i> n 1) R Ki(R/Ap)

are observable from large distances) has been nbtadhes p*0 2w m Ap Ko(R/Ap)’

“ '?’lr;elﬁg?rﬁalized charge accumulated on a dust particle fo?NhiCh has_to b_e truncated o the nearest integer number. The
different flow velocities is shown in Fig8.and9. The shape paren_theS|s W'.” typically be of the order 5, so for an order of
of the particle is in both cases given in Fita. We ob- magnitude estimate we can use

tain a normalizing charg®g per length unit in the direc- Qot LR

tion perpendicular to the simulation plane by considering the o ~ rpRno = NP,\_Z ’

isotropic case without flow. The physical dimension@§ b
is Coulomb/length We argue that for cylindrical symmetry
the electrostatic shielded potential is given &k o(r/Ap),
where by Eq. {) we havea=® s/ Ko(R/Ap), with K be-

in terms of the plasma parame’r]@pznox%, noting that the
ratio of the two Bessel functions is<IK1/Ko<2 for the ar-
gumentR/Ap>0.4. Recall that by using Eql), we have

ing the modified Bessel function aitithe radius of the dust  implicitly assumed that the dust grain can be locally approx-
grain. The radial electric field is thely, =(a/Ap)K1(r/Ap). imated by a plane surface. Consequently, the estin®te (
For a conducting material, as well as for insulators with depends only linearly o®, to a good approximation. We
cylindrical symmetry, the electric field inside the dust grain have N,,>>1 for most plasmas of interest here. Assuming
vanishes when the charge is restricted to the surface. Th#hat the number of charges on a dust grain has a Poisson dis-
electric field then also determines the surface charge densitiribution, to a reasonable approximation, wily represent-
o=¢go E. We thus obtaimo=2r Reg(a/Ap)K1(R/\p), OF ing the average value, we will have the standard deviation of
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the charges to be./Qg. This implies that the relative mag- 6O A 3.4
nitude of charge fluctuations is1/+/Qg, which is a small / ]

quantity (Matsoukas and Russell995. We can usually ig- I
nore the statistical variations in the number of elementary 55
charges on dust grains when their scale sizes are larger than I
the Debye length. —

~<

The results summarized in Fig8.and 9 show that the 50|
net charge on a dust particle is reasonably close to the esti-
mate @) for vanishing or small plasma flow velocities. (Re-
callthatQg in Eq. (2) was derived for stationary and isotropic
conditions, and enters here solely for normalizing purposes.)
As the flow velocity increases, we find an increase in the net
charge for the insulating case. The increase is not dramatic,
though, since we need a strongly supersonic flow in order to
obtain approximately a doubling of the charge. We note a
maximum charge value for Mach numbers closée=2.5.
For this and larger Mach numbers, our calculations of the nef: . . ) . ;

. . . made of a perfectly insulating material embedded in a flowing

charges become increasingly more uncertain. A charge ma>%|asma_ The shape is given by Fid.
imum for large Mach numbers of the plasma flow have been
argued on theoretical groundagtov et al, 2005. Note here
that the largest velocity shown in Fi§.corresponds to a re-
gion after the charge maximum in Figy. For conductors, we  This generalizes Eql) to give the approximate expression
do not find any charge maximum, at least within the param-
eter regime studied here. For spherical dust particles studieg, ., — _KT <In < M > + 1) A3)
in full three dimensions, somewhat different results are ex- 2e 27 m(1+ M)? ’

pected for the related problerRdrtov et al, 2005 Hutchin- with M=U/C, being the Mach number. The result (&).

son 20052 Th.e o trend of the charge variations V.V'th applies for a surface facing the plasma flow. The opposite
flow velocity dl_ffers for msglators and conductors: T.h.'s 'S side is not exposed to any drift, and here ions enter with a
also observed in the spherical cakagenta 1999. S|gp|f|- velocity essentially determined by the acceleration in the pre-
%heath. At least for moderate drift velocities{<1, we can
consequently estimate the maximum potential drop across a
The potential distribution around an irregular dust parti- dust grain made of insulating material by
cle (with shape given in Figlb), is shown in Fig10. We T
note the large variation in surface charge density. Only very|A®| = ‘M, 4)
little charge penetrates into the bottom of the cavities, ex- ¢
cept in the cases where these cavities face directly towarda/here the latter approximation applies for small Mach num-
the plasma flow. In a way, these results agree with thosders, M<«1. The expression8)and @) are seemingly inde-
obtained for the micro-porous ion energy analyzers used irpendent of the plasma density. We should emphasize, how-
some double plasma devices. Also in these cases only thosever, thatg enters implicitly by the assumption th&t-Ap.
ions having a velocity vector exactly aligned with the pores The estimate4) is independent of the electron-ion mass ra-
of the analyzer reach the collect@ténzel et a).1982. We tio.
also note the large potential variations originating from the In Fig. 11 we illustrate the potential on selected positions
differences in charge density on the two sides of extrusionn an insulating dust particle for varying plasma drift veloci-
facing towards and away the plasma flow, respectively. Theties. Thus, the symbelshows the potential on the front side,
front part is exposed to the full plasma flow, while the back which is facing the flow, whilex shows the potential on the
side is predominantly bombarded by the electron componentshadow side. Witle we show the maximum potential differ-
For moderate Mach numbers for the plasma drift velocity, ence across the particle, here with shape as given inlgig.
we can assume that the electron flux to the probe-surface rd-or clarity we show the potential difference negative: the cor-
mains isotropic to a good approximation. Including a drift responding electric field points in the plasma flow direction,
velocity into Eqg. (), we can assume that the pre-sheath issee also Fig6. For significantly super-ion thermal flow ve-
unaffected by a drift. This is probably acceptable as long adocities (which need not be supersonicTifs-T;), the ions
the drift velocity is much smaller than the electron thermal can not reach the shadow side of the macroscopic particle by
velocity. In that case, the ions can be assumed to arrive at thballistic motion, and the electron current is dominating. The
sheath edge with a velocity approximately given@gs-U. electron flux to the shadow-side surface builds up an electric
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ig. 10. Potential distribution (color coded) around a dust grain

are manifested only for large plasma drift velocities.
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AT T T T T (the tensile strength, expressed as the force per unit area) is
I pa BB BL AN estimated to be;~(1—5) x10f dyn cnm2=(1-5)x 10° Pa.
L AL 1 For the given value of7,, we need a plasma density
2F a8 : no>3x10%m=3 to give R,>Ap. The force on the sur-
AL | face charges that produce the internal electric field can be
o ] estimated ag"~c E, whereo is the surface charge den-
S = sity. As an estimate for the electric field inside and close
I @ e ] to the surface of an insulator we can uEe:%a/eo, giv-
: ° l ing F%%EOEZ i.e. the electric field energy density, which
-2F ° - for electrostatic conditions can as well be expressed as
[ oo ] F~3e0(V)2~3e0p?/R2. To haveFAF, it turns out that
i we requireM 1, which is hardly feasible, and the range of
B B T S validity of Eqg. ) is exceeded anyhow. Referring to Fig.
0 ! 2 3 4 for insulating materials, we note, however, that even in the
Plasma drift velocity [C,] absence of any plasma flow, we can have large electric fields
at extrusions from any object, bacteria in particulghikla
and Mamun2002. These extrusions can be seriously dam-
aged even in the absence of any plasma floar@ussi et al.

Potential [¢,]
o

Fig. 11. Front and back potentials on an insulating dust particle for
varying plasma drift velocities. The symboshows the potential on

the front side, facing the flow, whila is on the shadow side. With 2003. PI fl thus h little | t f terili
e we show the maximum potential difference across the particle, 3. Plasma flows thus have little importance for steriliza-

here with shape as given in Figa. Full and dashed lines give tion, in this conte_xt. ]
the analytical functions3) and @), respectively. The normalizing The strong anisotropy of the ion flux to the surface of the
potential® s; is given by Eq. {). dust particle in a streaming plasma gives rise to a dipole mo-

ment of the resulting charge distributioh@nweiler et al.

200Q Ivlev et al, 1999. Previous related workd épenta

1998 1999 studied a particle of radiuR=0.1Ap, in cylin-
field, until it is strong enough to accelerate passing ions intodrical coordinates in a plasma with drifting ions by using
the wake. PIC-simulations. The ion to electron mass ratio was there
M /m=100, and the temperature rafip/ 7;=5. It was found
there that the electric dipole moment develops only on dielec-
tric particles, while the conducting particles were assumed to

solelyby the electron population. In that case we would ex- charge homogeneously, and that the electric field around the
conducting particle is symmetric. In the present study, see

ect a potential given approximatel , i.e. a constant ) . . :
P P g bp yiek: /e Figs.12a and b, we find that 25 times larger conducting par-

quantity given by® ¢; in Eq. (1) apart from a numerical con- . Co : .
stant and independent of the plasma flow velocity. Inspec-tICIeS (particle radiu®~2.51p,) acquire a significant elec-

tion of Fig. 11 shows that the shadow-side potential variesmc dipole moment in plasmas with the ion drift velocities

with the plasma flow velocity, and we can therefore argue:ar%ertthan tthe ‘on thertmal V.e'C)tE'ty' atnd tt.h?td.thte.t;o? dnft
that energetic ions are deflected to reach into the wake. €ads 1o a strong anisotropy In the potential distribution in

. N . ) space. This electric dipole moment is, however, one order of
Full and dashed lines in Fid.1 give the analytical func-

. o magnitude lower than for corresponding insulating dust par-
tions @) and @),' Note that the potentlal' differende ¢| ticles. In either case we find a saturation of the dipole mo-
reaches saturation at the same flow velocity where the chargg o for large plasma flow velocities,/ C,>2. The plasma

Y, s .

on the dust particle reaches the maximum level, see&ig. ¢y velocity is normalized by the sound speed, while the
We find that the potential on the front side is reasonable We"electric dipole moment is normalized by, D, again with

accounted for by Eq.3], qualitatively as well as quantita- 0o given by Eq. 2), while D is the maximum length of the

tively, while the shadow side potential varies quite differ- dust grain along the direction of the plasma flow. The two
ently, as soon as the flow velocity exceeds a small fractioq1

£ th q d . also th Wical uantitiesQg and D appear natural choices for the normal-
of the sound speed. Consequently, also the analytical resulb o1ions, hut we emphasize that there are no reasons to expect
(4) will have a limited range of validityM <0.2.

dipole moments havingreciselythe valueQgD.
Considering again bacteria as equivalent to dust particles,

we may estimate the plasma flow velocity necessary to build

up an electric field sufficient for their disruptioBifuklaand 4 Langmuir oscillations

Mamun 2002 Laroussi et a].2003. We take as an example

a plasma with7,~0.5 eV, which is representative for many Langmuir waves are excited in the system. These oscillations
discharge plasmas. A typical scale size of the bacteria can bare weakly damped in the case without plasma flow, while
Rp~10um, and the stress necessary to break the organisrithey seem to prevail during the simulations for the case where

For plasma flow velocitie€; <U <u;p., one possibility
could be that the shadow side of the particle, facing directly
opposite the plasma flow vectdt, would be bombarded
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Fig. 13. Variation of the electron density in the vicinity of an in-

Fig. 12. The absolute value of the dipole moment of a dust particle X ° SR,
sulating particle. We havé&,/T;=5. A white line indicates the

embedded in a streaming plasma, shown as a function of drift veloc - )
ity (in units of Cy). In (a) we show the case of insulating material, surface of the obstacle. We hal/e=2C;. Densities are normalized

in (b) a perfect conductor. The shape of the dust grain as given irPY noe, which is the unperturbed ion density at large distances from

Fig. 1ais illustrated by, while the shape given in Figh is shown  the dust-grain.
by A. lIdeally, we should have the dipole moment vanishing for

U=0: the actual value gives the uncertainty on our estimate for the

dipole moment.

plasma frequencies in the plasma, because of the non-local
spatial variation of the potential resulting from an excitation

_ at any position.
we have a net plasma flow past the obstacles. We will quan-

tify the nature of these oscillations, demonstrating in particu-
lar also here a significant difference between the conductin
and insulating materials.

In Fig. 15 we show for reference the variation of the elec-
tron density in the vicinity of a conducting particle. The
%pectra for the observed Langmuir oscillations are shown in
) o Fig. 16 for seven different spatial positions shown by dots
In Fig. 13 we show for reference the variation of the elec- ;, Fig. 15. We here note a pronounced reduction in fluctua-
tron density in the vicinity of an ihsulating p_article. We have tion amplitudes within the sheath, as compared to the case of
taken the average over many time-steps in order to reducgy, jnsylating object, as in Fig4. Evidently, the conducting
the noise level in the figure. The spectra for the observedsrface acts as a short circuit for the potential, which is physi-
Langmuir oscillations are shown in Fig4 for seven differ- .1y reasonable for an un-symmetric sheath, as in the present
ent spatial positions shown by dots in FI8. The spectra 456 see Fige3and15. For a completely cylindrical sheath
are obtained by analyzing the full time series and then avyye could in principle have the lowest order=0, mode un-
eraging over 5 neighboring frequency samples. Hereby Weected by the composition of the object. At larger distances
obtain an improvement of the spectral estimate, on the eXgom the particle, the Langmuir spectra become very similar
pense of frequency resolution. The same improvement caf, Figs 14 and 16. In particular we also have oscillations

be obtained by reducing the original time series to 5 shorter, i, w>wpe, corresponding to the finite temperature part of
ones and then take the average of the spe@emdat and {4 dispersion relation.

Pierso] 1986. We find that at a position inside the sheath ) )

(the uppermost curve in Fid.4) we have oscillations for a _ FOr low frequencies, below the ion plasma frequency, we
relatively broad frequency interval, up to the electron plasmaf'nd an enhanced qu_ctuatlon Ieyel, but t_he time series are too
frequency corresponding to the unperturbed density at larg&hOrt to allow a detailed resolution of this part.

distances from the probe. Also outside the sheath we find Langmuir oscillations are often observed to be contin-
oscillations at frequencies corresponding to plasma densitiesously excited in space plasmaBriksson and Bostm,
insidethe sheath. These can not originate from waves gen1995. Although the bandwidths are usually relatively large,
erated within the sheath, since these can not propagate intihe fluctuations can be used to give a crude calibration of
the over-dense plasma. However, as already demonstrated liydependent plasma density measurements, by Langmuir
Barston(1964 for a cold plasma model, the frequency spec- probes, for instance. Our results indicate that a probe
trum of Langmuir waves for an inhomogeneous plasma will will usually detect a frequency somewhat below that of the
in general at any position have a broad spectrum including alplasma frequency of the surrounding plasma.
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Amplitude [arb. units]
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Fig. 14. High frequency spectrum of the oscillations in double log-

arithmic presentation at selected positions shown indpy open

Amplitude [arb. units]

0.5 1.0 2.0
W [wpe]

Fig. 16. Double logarithmic presentation of the high frequency
spectrum of the oscillations at selected positions shown inIHg.

dots. Frequencies are normalized by the plasma frequency of they open dots. Frequencies are normalized by the plasma frequency
plasma at large distances from the particle. Tick marks on the verti-of the plasma at large distances from the particle, see alsd fig.

cal axis are with a factor of 10 separation and the individual power

spectra are displaced similarly in the vertical direction.

Fig. 15. Variation of the electron density in the vicinity of a con-
ducting particle. We hav&,/T;=5 andU=2C;. Densities are
normalized as in Figl4.

5 Conclusions

rest in a thermal plasma, the results are basically indepen-
dent of the particle material, and corresponds to what will
be found for a Langmuir probe at floating potential. Impor-
tant differences between dust grains consisting of insulating
and conducting materials, respectively, are found when such
particles are exposed to a streaming plasma.

We have presented figures for the potential distribu-
tions, and note that for scales much larger than the De-
bye length, we can assume quasi-neutralityzon;. For
the relatively slow phenomena studied here, the electron
component can, in addition, be considered to be locally
in a Boltzmann equilibrium for the given thermal plasma,
ne/no~expled /kT,)~1+ep/kT,, and consequently the
plasma potential is representative for the large scale varia-
tion of the bulk plasma density as well, although deviations
can occur on scales comparable to the Debye length.

Several results of our studies can have general interest.
Thus we note that the Mach cone at supersonic flows is most
clearly observed for conducting particles, see Fig.The
cone is present also in the case of insulating material, see
Fig. 6, but for this case the potential and density variations
are completely dominated by the wake, directly behind the
dust grain.

By enhancing the electron-ion temperature ratio we

The interactions between dust particles and warm plasmaachieve an enhancement of the ambipolar electric fields: this
have been analyzed by numerical methods. For a particle atffect will be particularly conspicuous for an obstacle in a

Nonlin. Processes Geophys., 14, 5386 2007
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streaming plasma. For the case of an insulating material The results of the present study refer to a system which
shown in Fig.13 we note that the plasma is focused behind is in thermal equilibrium in the rest frame of the plasma.
the dust grain, but find also that this effect can be absent foiThe case where the plasma has beam components, thus being
the case of a conducting material, see Big. Here the den-  out of thermal equilibrium, contains many parameters, and a
sity depletion of the wake is reduced and the electric fieldscomplete study of the relevant parameter space is hardly fea-
that build up are not as strong as for the insulating case. Theible. This problem is not discussed in any further detail here,
focusing in Fig.13 is manifested by the slight narrowing of but we mention that our codes can cover such cases as well.
the equi-density contours, in particular their inward curva- Selected problems will be discussed later in a different con-
ture as compared to Fig5. The possibility of plasma focus- text. We have several places explicitly used that typical scale
ing in this context has been discussed beftMeléndsg and  sizes for the dust particles were larger than Many argu-
Goree 1995 Maiorov et al, 200Q Fortov et al, 2005, but ments are readily generalized to cases where the opposite in-
for different geometries. The focusing requires a strong am-equality holds. The reference floating potentials and charges
bipolar electric field pointing into the cavity region, which in then have to be derived from orbit theory. For these cases the
turns requires a large electron pressure. In the simulationsumerical analysis has to rely on very fine grid resolutions,
we found that the focusing effect required a relatively largewhere the efficiency of a PIC-code is not the optimum.
temperature ratio in order to be noticeable: we consider the _
present case with, / 7;=5 as somewhat marginal. Acknowled.gemer'ltSNe thank O Skjeeraasen and S. Bﬂr.ve for
A macroscopic dust particle obtains a dipole momentvaluable discussions of numerical prot_)lems. Parts of this work
. . . . were supported by the Research Council of Norway.
when it has a relative motion with respect to the plasma.
Qur results are summariz_ed in Figl_SZa and b fo_r insulat-  Eqited by: T. Hada
ing and perfectly conducting materials, respectivelgfén
et al, 1981). We analyzed also the effect of different surface
conditions, again using the two dust-grain shapes illustrated
in Fig. 1. There is a significant difference between conduc-References
tors and insulators, the dipole moment being much larger for . ) .
the latter material. The surface conditions seem not to b mstrong, R. J., Liland, K. B., and Trulsen, J.: Plasma simulation
critical for the insulator case: the charge is predominantly 223 Lfgfrzggzprobe with normal magnetic-field, Physica D, 60,
gccumulated on the outer surface, with only little F)enQtraﬁm:“]Barston, E.’ M.: électrostatic oscillations in inhomogeneous cold
mto Qeep cavities. Fpr the conduc.tor,. wherg charges are re- plasmas, Ann. Phys. (NY), 29, 282-303, 1964.
distributed to cancel internal electric fields, it seems that thegengat, . s. and Piersol, A. G.: Random data, Analysis and Mea-
Surface COﬂditiOhS are S“ghtly more Signiﬁcant. The main surement Proceduresl John-W”ey & Sonsy New Yorkl 2 edr‘]_l
differences between the two cases illustrated in Eigre 1986.
explained by the wakes forming behind the objects. SinceBirdsall, C. K. and Langdon, A. B.: Plasma Physics via Computer
charges are freely moving in the conducting particles, the Simulation, McGraw-Hill, New York, 1985.
dipole moment is to a great extent “short-circuited” for this Boeuf, J. P. and Punset, C.: Physics and modelling of dusty plas-
case. The dipole moment of the charged conducting dust par- Mas, in: Dusty Plasmas, edited by: Bouchoule, A., John Wiley &
ticle is what is needed to neutralize the electric fields induced_ SOns: 1999. _ _ _
from the charge distribution in the surrounding plasma in or_Chen, F. F.: Introduction to Plasma Physics and Controlled Fusion,
der to make the internal electric field vanishing. In order .VOl' 1, Plenum Press’.NeW York, 2 edn., 1984. .
L - ) . Eriksson, A. |. and Bostm, R.: Measurements of plasma density
to cpmpensate an electric field pointing 3'9“9 the ﬂQW di- fluctuations and electric wave fields using spherical electrostatic
rection, the surface charges on the conducting material have propes, Tech. Rep. IRF Scientific Report 220, Swedish Institute
to contribute with an electric field in the opposite direction.  of Space Physics, 1995.
Consequently the direction of the dipole moment for the con-Fortov, V. E., Ivlev, A. V., Kharpak, S. A., Kharpak, A. G., and
ducting material is opposite of the direction found for the in-  Morfill, G. E.: Complex (dusty) plasmas: Current status, open
sulator. There is no simple analytical relation between the issues, perspectives, Physics Reports, 421, 1-103, 2005.
dipole moments of insulating and conducting materials. ~ Guio, P. |and Beseli, Hth Raldié}tionptl)f Soung;rom TOCh;ég(;d;éJ;é
As evident, our results rely on a two-dimensional geome- Particle moving at high velocity, Plasma Phys., 10, —2676,
try. Most of the results remain qualitatively applicable also 2003. _
for a fully three-dimensional case. A comparison of the two Gl P- and Beseli, H. L.. Phase space structures generated by
. an absorbing obstacle in streaming plasmas, Ann. Geophys., 23,
cases has been carried out Mglandsg and Gore@ 995, 853865, 2005,
aIFhough thel_r S|mulat|ons'd|d not use a self-cpnsstently qb— http://www.ann-geophys.net/23/853/2005/
tained charging of the object. The ion focusing effect will jaynes, 0., Li, F., Melandsg, F., Aslaksen, T., Hartquist, T. W.,
generally be more pronounced for a sphere as compared to a morfil, G. E., Nitter, T., and Tsytovich, V.: Diagnostic of dusty
cylinder with same radius. plasma conditions by the observation of Mach cones caused by
dust acoustic waves, J. Vac. Sci. Technol. A, 14, 525-528, 1996.

Reviewed by: two anonymous referees

www.nonlin-processes-geophys.net/14/575/2007/ Nonlin. Processes Geophys., 58652667


http://www.ann-geophys.net/23/853/2005/

586 W. J. Miloch et al.: Numerical simulations of the charging of dust particles

Homann, A., Melzer, A., and Piel, A.: Measuring the charge on Motley, R. W.: Q Machines, Academic Press, New York, 1975.
single particles by laser-excited resonances in plasma crystald\akagawa, T. and lizima, M.: Pitch angle diffusion of electrons at
Phys. Rev. E, 59, R3835, 1999. the boundary of the Lunar wake, Earth, Planets and Space, 57,

Huld, T., Fecseli, H. L., and Rasmussen, J. J.: lon-acoustic wave 885-894, 2005.
propagation in plasma with ion beams having a finite cross secPiel, A. and Melzer, A.: Dynamical processes in complex plasmas,
tion, IEEE Trans. Plasma Sci., 18, 149-158, 1990. Plasma Phys. Control. Fusion, 44, R1-R26, 2002.

Hutchinson, I. H.: lon collection by a sphere in a flowing plasma: Raadu, M. A. and Shafiq, M.: Shielding of a slowly moving test
3. Floating potential and drag force, Plasma Phys. Contr. Fusion, charge in a dusty plasma with dynamical grain charging, Phys.
47,71-87, 2005. Plasmas, 10, 3484-3491, 2003.

Ivlev, A. V., Morfill, G., and Fortov, V. E.: Potential of a dielectric  Shafiq, M. and Raadu, M. A.: Delayed shielding of a slowly mov-
particle in a flow of a collisionless plasma, Phys. Plasmas, 6, ing testcharge in a dusty plasma with dynamical grain charging,
1415-1420, 1999. IEEE Trans. Plasma Sci., 32, 627-631, 2004.

Kwok, D. T.-K., Oates, T. W. H., McKenzie, D. R., and Bilck, M. Shukla, P. K. and Mamun, A. A.: Introduction to Dusty Plasmas,
M. M.: Determination of the equilibrium ion sheath in the drift- Institute of Physics Publishing, Bristol and Philadelphia, 2002.
ing plasma by numerical simulations, IEEE Trans. Plasma Sci.,Singh, N., Thiemann, H., and Schunk, R. W.: Studies of counter-
31, 1044-1051, 2003. streaming plasma expansion, Phys. Scripta, 33, 355-369, 1986.

Lafon, J.-P. J., Lamy, P. L., and Millet, J.: On the electrostatic po- Singh, N., Wright Jr., K. H., Stone, N. H., Samir, U., and Hwang,
tential and charge of cosmic grains, Astron. Astrophys., 95, 295— K. S.: On the interpretation of measured ion streams in the wake
303, 1981. of the shuttle orbiter in terms of plasma expansion processes, J.

Lapenta, G.: Effect of dipole moments on the coagulation of dust Geophys. Res., 94, 12075-12 080, 1989.
particles immersed in plasmas, Physica Scripta, 57, 476—480Sivukhin, D. V.: Coulomb collisions in a fully ionized plasma, in:

1998. Reviews of Plasma Physics, edited by: Leontovich, M. A., vol. 4,
Lapenta, G.: Simulation of charging and shielding of dust particles pp. 93—241, Consultants Bureau, New York, 1966.
in drifting plasmas, Phys. Plasmas, 5, 1442-1447, 1999. Skgelv, A., Armstrong, R. J., and Trulsen, J.: lon-beam diagnostics
Laroussi, M., Mendis, D. A., and Rosenberg, M.: Plasma interac- by means of plane Langmuir probes, Phys. Fluids, 27, 2744—
tion with microbes, New J. Phys., 5, 41.1-41.10, 2003. 2751, 1984.
Lochte-Holtgreven, W. (Ed.): Plasma Diagnostics, North-Holland, Stenzel, R. L., Williams, R., Aguero, R., Kitazaki, K., Ling, A., Mc-
Amsterdam, 1968. donald, T., and Spitzer, J.: Novel directional ion energy analyzer,

Maiorov, S. A., Vladimirov, S. V., and Cramer, N. F.: Plasmakinet-  Rev. Scientific Instr., 53, 1027-1031, 1982.
ics around a dust grain in an ion flow, Phys. Rev. E, 63, 017 401,Taccogna, F., Longo, S., and Capitelli, M.: PIC model of the ion
2000. collection by a Langmuir probe, Contrib. Plasma Phys., 44, 594—
Malkki, A.: Analysis of the effect of artificial ion masses on current- 600, 2004.
driven electrostatic instabilities, J. Geophys. Res., 99, 6045-Teodoru, S., Tskhakaya Jr., D., Kuhn, S., Tskhakaya Sr., D. D.,
6065, 1994. Schrittwieser, R., lon#, C., and Popa, G.: Kinetic (PIC) simula-
Manweiler, J., Armstrong, T. P., and Cravens, T. E.. Complex tions for a plane probe in a collisional plasma, J. Nuc. Mat., 337,
charge distributions of dielectric dust grains due to plasma flow, 1111-1115, 2005.

J. Plasma Phys., 63, 269-283, 2000. Weber, W. J., Armstrong, R. J., and Trulsen, J.: lon-beam diagnos-
Matsoukas, T. and Russell, M.: Particle charging in low-pressure tics by means of an electron-saturated Langmuir probe, J. Appl.
plasmas, J. Appl. Phys., 77, 4285-4292, 1995. Phys., 50, 4545-4549, 1979.

Melandsg, F. and Goree, J.: Polarized supersonic plasma flow simZhdanov, S. K., Ivlev, A. V., and Mofrfill, G. E.: Non-Hamiltonian
ulation for charged bodies such as dust particles and spacecraft, dynamics of grains with spatially varying charges, Phys. Plas-
Phys. Rev. E, 52, 5312-5326, 1995. mas, 12, 072 312, 2005.

Nonlin. Processes Geophys., 14, 5386 2007 www.nonlin-processes-geophys.net/14/575/2007/



